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For the scaling of Moore’s Law, new thin film materials have to accommodate lower contact resistance, and higher strain for improved carrier mobility. These material properties have become the limiting factor for device scaling. In recent years, highly doped Si:P and Si:As films have been studied for providing high dopant activation and source-drain stressors for nMOS devices. The epitaxial tensile strain is believed to be caused by vacancy stabilized Si$_3$P$_4$ and Si$_3$As$_4$ phases. For reduction of contact resistance, a silicide is embedded between the source-drain and metal contact. Titanium disilicide (TiSi$_2$) is a ubiquitous low contact resistance material used for complementary metal oxide devices (CMOS), for its thermal budget, oxidation resistance, and contact defect nature with silicon devices, but the introduction of Ge for compressive strain in pMOS channels causes a ternary reaction with titanium disilicide. It warrants further study of Ti(Si$_{1-x}$Ge$_x$)$_2$ for industry applications. In this work, A combination of experiment and computation is used for developing knowledge of these films. Epitaxial strain stability of vacancy stabilized Si$_3$P$_4$, Si$_3$As$_4$, Ge$_3$P$_4$, and Ge$_3$As$_4$ phases is studied from first-principles using electronic-structure calculations at the level of density functional theory. A simulation of electron energy loss spectroscopy (EELS), based on the structural relaxation of the vacancy stabilized Si$_3$P$_4$ phase, is compared to the experimental profile of highly doped Si:P films. Computational methods are also applied to the study of Ti(Si$_{1-x}$Ge$_x$)$_2$ allotropes (C40, C49, and C54 structures). The defect
formation and lattice stabilities are studied with pure phases of TiSi₂ and TiGe₂ structures, and TiSi₂-TiGe₂ pseudobinary thermodynamics is simulated using cluster and Monte Carlo methods. The Ti(Si₁₋ₓGeₓ)₂ computational study is compared with experimental phase mixing post nanosecond laser anneals. As mentioned before, a fundamental understanding of these films is necessary for the continued scaling of Moore's Law. These studies develop essential knowledge for integrating these films into semiconductor process flow.
CHAPTER 1
INTRODUCTION

1.1 Motivation

Society is influenced by the transition of technologies from fundamental discovery to commercialized product. A cornerstone for a successful transition is determined by the materials available for the technology. The transistor is one such device with its success deriving from its materials. The transistor controls the flow of a large signal with a much smaller signal, and it’s the foundation of all computer logic due to controllable on-off states. Transistor devices went from the size of a room during the Apollo program to the size of a wristwatch. The early form of this device was the vacuum tube. A vacuum tube transistor requires high power such that heat dissipation reduced the lifespan of the device, and technicians would frequently replace tubes due to burn out. Also, the vacuum tube transistors’ size made computers impractical for the consumer. A new materials perspective would be necessary to replace the vacuum tube. In the 1930’s, the quantum theory of solids was well understood, so industrial scientists began searching for a solid-state alternative. Until the late 1940’s, the only materials available for solid-state transistors were copper oxide, lead sulfide, and cadmium sulfide. The inconsistent stoichiometric ratios and impurities of these materials made performance of semiconductor devices unpredictable, so the field could be refereed to an art not a science. Eventually, the need for RADAR motivated process improvements of silicon and germanium by Dupont. Silicon and germanium crystals generated rectified signals at gigahertz frequencies. Bell Labs would follow with applying these crystals to transistors. Russel Ohl would develop the understanding of p-type and n-type doping based on the periodic table and p-n junctions in 1940. Afterward, William Shockley derived the theory for solid state transistors, but he could not develop working device until John Bardeen and Walter Brattain handled the engineering and development.[1] The solid-state transistor replaced vacuum tubes and the next challenge became device density.
Moore’s law has been the model for transistor density since the 1970’s. This law is the observation that the number of transistors in an integrated circuit approximately doubles every two years. The increased number of transistors allows an electronic device to perform more functions; the electronic devices are capable of more memory with faster responsiveness. However, device scaling, size reduction of the transistor, has become more difficult, and new markets have emerged to pressure the industry for more performance at lower power. The introduction of big data and cloud computing require always-on devices with instant data retrieval. The mobile market has placed pressure to have increased smart phone function with decreased power consumption. Combining cloud computing and mobile devices with sensors is called the Internet-of-Things (IoT), and IoT is expected to dominate technology markets in the coming years. IoT will need to provide instant data and always-on performance. These expectations need to be achieved with limited resources between memory, power, and speed.[2]

In the past, device scaling introduced more memory and speed at lower powers implicitly with complementary metal–oxide–semiconductor (CMOS) transistors. CMOS is conceptualized as an on or off switch. This switching has an energy cost, shown in eq. 1-1, is the product of gate capacitance and power supply voltage for CMOS.[3]

\[ P = \frac{C_L V_{DD}^2}{2} \]  

(1-1)

The scaling down of planar CMOS devices reduces the gate length and capacitance. The reduced gate length increases the responsiveness of the device, and it allowed for more transistors on a chip. Down to 22nm planar devices, device scaling reduced the capacitance for less power consumption per switch event.[3]

To keep up with demand, 2016 was the last year for planar device architectures (excluding power electronics) because the architecture cannot be further scaled to meet these market demands.[2] The industry is moving to new device architectures such as finFETs, for its improved gate control. All-around gate devices will replace finFETS, which further improves electrostatics gate control and enables further scaling. However, device scaling has introduced
new problems, and these problems reduce the performance return with reducing device size. These problems include new parasitic resistances such as contact resistance. A four percent per year performance drop is expected beyond 2018.\[2\] Therefore, device scaling alone will not be enough to keep up with demand. A materials science perspective of these challenges is necessary for meeting future device expectations.\[2\]

### 1.2 Transistor Technology

The CMOS device is composed of an n-type (nMOS) and a p-type (pMOS) transistor. As the name implies, the nMOS and pMOS work in a complementary to produce stable output voltages which improves the on-off characteristics.\[4\] Together, these devices form a logic inverter which flips the logic input state. A voltage-high input signals a voltage-low output (off-state) while a voltage-low input triggers a voltage-high output (off-state). The inverter can be modeled as an infinite off-resistance or finite on-resistance (see fig. 1). The inverter is the fundamental component of all microprocessors, memory, field programmable gate array (FPGA), and arithmetic logic unit (ALU).

![CMOS inverter switch schematic model](image)

Figure 1-1. CMOS inverter switch schematic model (left) with pMOS and nMOS. The RC model (right) conceptualizes the switching behavior. When the switch is active, the nMOS capacitor is set to voltage VDD, and the pMOS capacitor is shorted to ground.

This complementary relationship of nMOS and pMOS originates from the ability of nMOS to efficiently pull to GND and pMOS to efficiently pull to VDD. Independently, the CMOS and
pMOS transistors can produce all the required logic. However, the schematic layout of fig. 1 ensures the output signal does not oscillate after a switch. Thus, this complementary behavior motivates the use of n-type and p-type semiconductor materials simultaneously.

From the resistance-capacitance (RC) model, the time constant dictates the responsiveness of the CMOS.

\[
\tau_{NMOS} = R_N C_L \\
\tau_{PMOS} = R_P C_L
\]

(1-2)

(1-3)

The capacitance, \( C_L \), is related to the power per switch and the time constant, so it dictates the switching speed and power. The CMOS capacitance is strongly related to device dimensions, and the capacitance decreases with size scaling. Therefore, Reducing the capacitance has been the main focus of the industry through size scaling. However, aggressive size scaling is reaching a limit on the expected improvement for two main reasons. Size scaling does not reduce the resistance in the RC model, and new parasitic resistances have been introduced due to size scaling (e.g., contact resistance (\( \Omega - cm^2 \))).[4]

CMOS is operated in the saturation region so that the current across the transistor is constant. Ideally, the current across the transistors needs to be sensitive to the gate voltage. More sensitivity insures optimal on-off characteristics of the device. A figure of merit relates the currents sensitivity to gate voltage change called transconductance \( g_m \):

\[
g_m = \sqrt{2 \mu_n C_L \frac{W}{L} I_D}
\]

(1-4)

Where \( \mu_n \) is the carrier mobility, \( C_L \) is the capacitance of the oxide layer; \( W/L \) is related to device dimensions; \( I_D \) is the current across the device. The variable of interest is the carrier mobility. A large transconductance is ideal for device performance, which improves with higher mobility.

1.2.1 The Future: 3-D Architectures

To increase the number of transistors on a chip, device scaling is still a primary focus. Table 1-1 shows the consistent reduction of gate length to create more logic bits and faster
The 3-D architecture devices provide advantages over planar architectures. The 3-D architectures enables more potential for scaling with improved electrostatic control of the channel. Device scaling increases the risk of quantum tunneling of the channel. The quantum tunneling of an electron causes a device to always be in the on-state (or 1 for binary code). The 3-D architecture increases the potential against quantum tunneling.

Table 1-1. The decreasing gate length since 2016 to the projected gate length architectures[2]

<table>
<thead>
<tr>
<th>Year</th>
<th>2016</th>
<th>2018</th>
<th>2020</th>
<th>2022</th>
<th>2024</th>
<th>2026</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gate Length</td>
<td>15.3</td>
<td>12.8</td>
<td>10.6</td>
<td>8.9</td>
<td>7.4</td>
<td>5.9</td>
</tr>
</tbody>
</table>

![Planar finFET GAA](image)

Figure 1-2. Architecture evolution of the transistor illustrating the past 2-d planar device, the modern 3-d fin-field effect-transistor (finFET), and the future gate all around device architecture (GGA).

The electrostatic control of a transistor can be improved using the finFET, which is the first generation of 3-D architecture devices. The improved electrostatic control also exhibits an additional benefit of reducing the leakage current (picoamp current still flows in the off-state). Figure 1-2 is a simplified illustration for contrasting the 2-D and 3-D devices. The finFET is currently the most ubiquitous device architecture; the planar architecture is being phased out in computer transistor devices. Beyond the finFET, horizontal gate-all-around devices will dominate for their continued improvement on electrostatic control; beyond 2021 this architecture will be vertical to continue increasing the density of transistors.

However, even with 3-D architectures, the expected performance increase of doubling the transistor density will drop 4% per year. This issue is due to the higher order physics such as contact resistance. Therefore, methods that will reduce parasitic resistance and increase carrier
mobility are necessary for the future of semiconductor devices. A materials science perspective is needed to introduce materials which achieves these goals.

1.2.2 Strain Engineering

The carrier mobility of a CMOS device loosely dictates device performance. Epitaxial strain has a direct benefit to carrier mobility due to alteration of a carrier’s effective mass. The concept of effective mass must be presented to understand how strain on a Si channel improves device performance. The effective mass is related the interaction of the carrier’s mass with environmental forces. Since electrons are wave-like, movement across a crystal can be described as a group velocity. Utilizing the Lorentz force law and Newton’s law with the first derivative of the electron group velocity. The effective mass of the electron can be related to the curvature of the energy band structure E vs k in eq. 1-5. The complete derivation can be viewed in textbooks of semiconductor physics.[5]

\[
\frac{1}{(m^*_n)_{ij}} = \hbar^2 \frac{\partial E(k)}{\partial k_i \partial k_j} \quad \text{(1-5)}
\]

Where \( i \) and \( j \) represent the indices of the crystal orientation, \( m^*_n \) is the effective mass of the electron. The effective mass of an electron is proportional to the curvature of the energy band structure. About the conduction band minimum, a large curvature indicates a small effective mass while a small curvature indicates large effective mass. Next, the connection between the effective mass and carrier mobility is developed from a qualitative model.

From Drude’s electron transport model in eq. 1-6, the carrier mobility is related to the drift velocity and average collision in a uniform electric field. The carrier is scattered at a mean time interval, and the carrier must accelerate in the field again. Drude’s model relates mobility and effective mass by:

\[
\mu = \frac{q\tau}{m^*_n} \quad \text{(1-6)}
\]

Where \( \tau \) is the mean interval time, \( q \) is the electron charge. From the model, it’s clear that a small effective mass is desired to achieve higher mobility. Therefore, the band warping can reduce the effective mass and increase carrier mobility.
The introduction of strain engineering yields current enhancements for pMOS and nMOS of >50% and 32%, respectively.[6] A local epitaxial film is grown in the source/drain region to provide tensile or compressive strain on the channel. The channel strain affects holes and electrons differently; holes require compressive strain for enhancement, while electrons require tensile strain for enhancement. For pMOS enhancement, Si$_{1-x}$Ge$_x$ is epitaxially grown underneath the channel, inducing compressive strain. For nMOS enhancement, Si$_{1-x}$C$_x$ is epitaxially grown underneath the channel inducing tensile stress (see fig. 3).[7, 8]

Figure 1-3. A planar device illustrates the approach to applying strain engineering on CMOS device channels. The pMOS channel is placed under compressive strain for hole mobility enhancement, and the nMOS channel is placed under tensile strain for electron mobility enhancement.

The compressive strain on a channel is found to enhance hole mobility at low and high strains. In contrast, electron enhancement for nMOS transistors requires high stress at least 1 GPa.[8] For nMOS, introducing a tensile strain greater then 1 GPa has been a challenge for the semiconductor industry. In the past, a ubiquitous method used selective epitaxial growth (SEG) to introduce cubic Si$_{1-x}$C$_x$.[9] The lattice constant of cubic Si$_{1-x}$C$_x$ is less than Si. Thus, this epitaxial layer introduces tensile strain on Si. However, intrinsic Si:C does not provide carriers for conduction, and dopants are epitaxially grown with Si$_{1-x}$C$_x$ producing Si:CP.[10] This material has been the most promising material for tensile strain. However, the introduction of 22nm devices has made contact resistance larger than the S/D channel resistance.[2] The contact resistance is a limiting factor for device performance. This resistance is lowered with higher carrier concentration, but the Si:CP material has problems with providing more carriers. The carbon and phosphorous compete for substitution sites, so the dopant solubility of silicon...
is reduced. Higher concentration of phosphorous reduces the thermal budget creating carbon precipitates. These precipitates increase the sheet resistance beyond the acceptable limit.[11] To continue reducing contact resistance, New highly doped (HD) materials such as HD Si:P and HD Si:As are the focus of research for replacing Si:CP.

1.2.3 Contact Resistance

A conceptualization of contact resistance requires a brief overview of metal-semiconductor contacts. The Schottkey-Mott model is the widely used theory for metal-semiconductor interface. When the metal and semiconductor contact, a depletion region forms in the semiconductor and forms a barrier through which the electrons must tunnel (see fig. 1-4). The theory states that the electron barrier height of the interface is the difference between the metal work function and the electron affinity of the semiconductor. The Coulombic charge of the electron is denoted as \( q \). Equation 1-7 shows the barrier height that forms; this is illustrated of the equation is shown in fig 1-4.

\[
\phi_B = \phi_m - q\chi_s \tag{1-7}
\]

The Schottkey-Mott model has two different contact resistance types the Ohmic (\( \phi < q\chi_s \)) and Shottky contact (\( \phi > q\chi_s \)). The Ohmic contact case is of interest for semiconductor devices due to carrier enhancement. In this case, the electrons flow from the metal to the semiconductor, and the conductivity of the semiconductor improves near the interface which only acts as a resistor. This Ohmic contact occurs when the semiconductor is highly doped, which greatly reduces the width of the depletion region. With sufficient doping, quantum tunneling becomes the dominant mechanism for carrier transport across the boundary. The model inaccurately predicts the barrier height when interfacing with different metals. This inaccuracy is a phenomenon called Fermi level pinning, in which the barrier is locked to the Fermi level.

Where the depletion region becomes thin, the contact resistance, \( \rho_c \), can be derived from the electron diffusion model. Contact resistance is expressed in units of \( \Omega \text{cm} \) in eq. 1-8.
Figure 1-4. Band bending illustrated for metal-semiconductor interface for both p-type and n-type. The valence bands and conductance band curve creating a depletion region that electrons must tunnel.

\[ \rho_c = \rho_0 \exp\left(\frac{2\phi_B}{\hbar} \sqrt{\frac{\epsilon_s m^*}{N_D}}\right) \]  

(1-8)

From this equation, it is apparent that the contact resistance is dependent on the barrier height, dopant density, and effective mass. Theses properties can be changed to reduce contact resistance from a materials science perspective. The effective mass \( m^* \) can be altered by straining materials; the barrier height can be altered by placing a silicide between the metal-semiconductor interface since it has a more favorable barrier height. Materials such as HD Si:P, HD Si:As, and Ti(Si\(_{1-x}\)Ge\(_x\))\(_2\) are among the candidates to reduce contact resistance.

1.3 Thin-film Growth of Semiconductor Devices

Whether Chemical Vapor Deposition (CVD) or Physical Vapor Deposition (PVD) all growth processes share the same goal, taking an pure initial state to a final state of a desired film with useful properties. The challenge of growth processes is understanding the phase reactions at the surface for each component.

Thin films can be grown by physically (PVD) and chemically (CVD). PVD methods rely on physisorption that the precursor gas starts as a solid in a container and is heated into the gas phase. CVD methods imply that the reactant was stored as a gas such as silane, phosphine, or arsine. Both methods share adsorption, desorption, and surface diffusion as the driving force for forming films.
The gas molecules in the chamber have some kinetic energy that can be modeled by the ideal gas law. The gases in the chamber do not coalesce due to the kinetic energy being greater than the interactions. Therefore, in order for these molecules to be adsorbed, the forces from surface of the substrate must overcome the kinetic energy. Sometimes another inert gas will be co-flowed to lower the kinetic speeds of the precursor gas providing control to the adsorption. Once the molecules adsorb onto the surface a lattice gas forms. Lattice gases refer to adatoms randomly diffusing across the surface of the substrate. These adatoms will eventually meet and collect to form a seed nucleus which can grow until a complete layer is reacted.

Most films are grown using gas phase precursors, but the solid reaction is worth discussion in this chapter due to the experiments on the Ti-Si_{1-x}Ge_{x} solid reaction. Silicides are still routinely grown using solid-phase reaction with a metal-semiconductor interface. The reaction begins with the metal and semiconductor atoms diffusing across the interface. Typically, the starting nucleus is a metal rich phase at the boundary. The reaction continues until the metal rich phase forms a complete layer separating the metal and semiconductor pure phases.

Figure 1-5. Simple illustration of a solid-phase reaction. The reaction starts with a metal rich nucleation region denoted A (left). When the reaction forms a layer, a new nucleated phase, denoted B, forms inside the metal rich layer (right).

The diffusion of the semiconductor and metal atoms becomes increasingly damped. When the diffusion barrier becomes too high, a stable phase will begin to nucleate. Eventually, the
more stable phase will fully form becoming the new barrier between the semiconductor and metal.

1.4 Cyclic Deposition Etch and Co-flow growth processes

Highly doped (HD) Si:P and Si:As films refer to dopant concentrations of As and P above the Si solid solubility limit that is \( \geq 1.11 \times 10^{20} \text{ cm}^{-3} \).\(^{[12]}\) This limit for Si systems occurs in equilibrium growth conditions, so Si films with dopant concentration above this limit are due to non-equilibrium growth methods. For this work, these methods are known as the cyclic-deposition etch (CDE) and co-flow processes, which are performed using low pressure chemical vapor deposition (LPCVD). The difference between CDE and co-flow is that CDE is performed in cyclic steps, while co-flow is when the CDE steps are performed simultaneously. The CDE process requires the CVD chamber to be purged, so the process is slower than co-flow. However, co-flow has a trade-off such that it produces higher resistivity films.\(^{[11]}\) The discussion of this section will focus on CDE.

The sequence of CDE is as follows: a few nm of the desired material is grown using precursor gases of high-order silane (e.g., disilane or trisilane). The high-order silane gases are known to achieve high growth rates at lower temperatures.\(^{[13]}\) Once a few nm is deposited, the chamber is purged of the precursor gas. The wafer will have regions of dielectric photoresist, which only allow growth of amorphous or poly-crystalline films. In the next step, a selective etchant, is introduced to etch the non-crystalline regions leaving active regions. Finally, the chamber is purged again, and the growth step begins again. CDE is performed at reduced pressures (20 Torr) and temperatures between 500°C to 700°C. The low temperature is key to grow highly doped films in which the surface diffusion of the dopant is less than the film growth rate. If this condition is met, the film growth quenches the dopant, enabling high doping. Also, a lower temperature increases the etch rate of amorphous and poly-crystalline layers.\(^{[14]}\) The co-flow and CDE processes do require different precursor gases for film growth. The co-flow process utilizes dichlorosilane (DCS) while the CDE process uses silicore (a
proprietary high-order silane \( \text{Si}_3\text{H}_8 \). Both methods may use \( \text{HCl} \) or \( \text{Cl}_2 \) with a \( \text{GeH}_4 \) catalyst for the etchant step.

Additional differences in growth process are apparent for HD Si:P and HD Si:As. The growth of HD Si:P uses the precursor gas of phosphine (\( \text{PH}_3 \)) during the growth step. However, the growth of HD Si:As films uses different precursor gases. Unlike HD Si:P growth, HD Si:As is successful with low order silane (\( \text{SiH}_4 \)) with arsine (\( \text{AsH}_3 \)) gas. Borot et al. reports total As concentrations up to \( 1.9 \times 10^{21} \text{ cm}^{-3} \) with These precursor gases.[15]

### 1.5 Highly Doped Si:P and Si:As Films

A film’s strain on a Si channel induces carrier enhancement: Si:CP films achieve this carrier enhancement for nMOS. However, the Si:CP films fail in preventing parasitic contact resistance for future device scaling. To reduce contact resistance, the activated doping is increased, which requires greater concentrations of dopants during growth. The phosphorus and carbon need to be on a Si substitution site. If these atoms are substitutions, the carbon reduces the lattice constant while the P contributes to conductivity. However, C and P compete for substitution reducing silicon’s solubility of the dopants. Thus, the likelihood of precipitation increases, which increases the sheet resistance beyond tolerance. This sheet resistance increase gives the HD Si:P and HD Si:As films a major advantage over Si:CP films. Not only do the films provide similar strain, HD Si:P and HD Si:As films are capable of dopant concentrations above the Si solubility limit without competition.

The contact resistance of HD Si:P is record breaking with values measured down to \( 1 \times 10^{-9} \Omega \cdot \text{cm} \). This low contact resistance has been measured in HD Si:P/TiSi\(_2\) junctions.[16] Ultra-low contact resistance is achieved using NiSi\(_2\) silicide with an improved thermal budget. However, NiSi\(_2\) comes at the cost of a contact resistance at an order of magnitude higher than TiSi\(_2\).[17] Contact resistance studies of HD Si:As films have yet to be performed with silicide junctions.

The focus of the study for HD Si:P films is address the question as to why the strain is comparable to \( \text{Si}_{1-x}\text{C}_x \). Currently, the reason for the strain is unresolved, with several
possible causes: the presence of a phase, defect cluster, or doping concentration.[11, 18, 19] The discussions originate from rocking curve high-resolution x-ray diffraction (RC-HRXRD) experiments. The instrument is locked to the (004) interplanar spacing, and the epitaxial strain is derived by a relationship to Bragg’s law. This relationship is given by eq. 1-9.

\[
\frac{c_{\text{strained}}^{\text{HDSi:P}} - c_{\text{Si}}}{c_{\text{Si}}} = \frac{a_{\text{Si}} \Delta \theta}{2\lambda}
\]  

(1-9)

Where \( \Delta \theta \) is the difference between the (004) peak to the epitaxial satellite peak, \( c_{\text{strained}} \) is the lattice constant of the epitaxial layer; \( c_{\text{Si}} \) is the lattice constant of the Si substrate; \( \lambda \) is the wavelength of the incident x-ray; \( a_{\text{Si}} \) is the lattice constant of Si. Once the epitaxial strain is measured, Vegard’s law is applied between the silicon and epitaxial lattice. This equation assumes the lattice constant of two constituents is approximately equal to the rule of mixture. The predicted strain from Vegard’s law agrees with the HRXRD experimental results, but this strain agreement is not enough evidence to prove the presence of pseudocubic phase.

HD Si:P films have been laser annealed between the temperatures of \( 900^\circ C - 1300^\circ C \). The tensile strain has been found to be stable up to \( 1200^\circ C \); the reduction in strain is believed to be the dissolving of the pseudocubic, and the phosphorous begins to dissolve into the Si bulk. The phase has been observed releasing interstitials.[20] The high activation comes from a millisecond laser annealing. Laser annealing is different from rapid thermal annealing due to its rapid undercooling. The laser heats a small area with more directions for heat transfer. The rapid cooling allows for dopants to be quenched on Si sites before diffusing into a deactivation site or cluster.

It’s a known value that 0.5% of phosphorous doping creates 0.0001nm lattice contraction,[21] and the calculated XRD peak is 500 arc second for \( 2.8\times10^{21} \text{ cm}^{-3} \). The observed strain for HD Si:P is measured at 2000 arcsec at the same concentration.[22] Due to the disagreement in peak position, previous works have claimed that phosphorus doping alone does not account for
the strain. A complete discussion of the disagreement between P concentration and strain can be found in the dissertation of Weinrich.[23]
CHAPTER 2
OVERVIEW OF COMPUTATIONAL METHODS

The main computational technique used in this work is Density Functional Theory (DFT). The Debye temperature and lattice structure of phases are computed with DFT for electron energy loss (EELS) simulation; these are compared with experimental results in Chapter 5. In Chapter 6, the material properties of TiS$_2$ and TiGe$_2$ are analyzed with DFT. The Bader charge analysis package requires the charge density of the material from DFT. The epitaxial stability of Si-P, Si-As, Ge-P, and Ge-As systems is calculated by introducing strain on the lattice structures. Therefore, a brief overview of DFT and functionals is presented for this chapter. All the computational techniques depend on the calculations of DFT, but each technique will be discussed separately the following sections.

2.1 Density Functional Theory

Quantum theory has been one of the most widely successful theories in scientific history; its cornerstone is Schrodinger’s equation. However, the Schrodinger equation is only solvable for a small number of one or two-body systems. Even something as simple as a three-body problem is generally not solvable. Moreover, even if a many-body problem could be solved, the equation would require an unrealistically large computational load. DFT is a reformulation of quantum mechanics in a form suitable for the computation of the electronic properties of condensed phases. This reformulation is built on the Hohenberg and Kohn (HK) theorems[24]. The first HK theorem states that the total energy of a system of electrons is given exactly as a function of the total electron density, $\rho$, and that the ground state of a system of electrons is the same as the ground state determined as a function of electron density alone. This theorem allows the physical properties to be a function of electron density in 3-D space. The second HK theorem states that there exists a total energy $E[\rho]$ that can be minimized to obtain a ground state total energy, $E[\rho_0]$. However, the HK theorems do not describe the functional form of the electron density itself or provide guidance as to how to obtain it.
Nevertheless, these theorems provide a basis for computational approaches to obtain approximations to the electron density. Specifically, the Kohn-Sham (KS) method provides an iterative approach for computers to efficiently analyze multi-electron systems quantum mechanically. The KS method defines the total energy of a system from the following sum:[24–27]

\[ E[\rho] = E_{KE}[\rho] + E_c[\rho] + E_{EX}[\rho] + E_{XC}[\rho] \]  

(2-1)

Where \( E_{KE}[\rho] \) represents the electron kinetic energy, \( E_c[\rho] \) represents the Coulombic electron energy; \( E_{EX}[\rho] \) represents the external energy on the system; \( E_{XC}[\rho] \) represents the energy from the electron-electron interactions, known as the exchange-correlation functional. Every term in the KS potential can be given analytically except for the exchange-correlation energy. It is, therefore, necessary to develop approximations for these non-classical interactions. The two most common approximations are the local density approximation (LDA)[28] and the generalized gradient approximation (GGA)[29]. LDA, \( E[\rho]^{LDA}_{ixc} = \int e_{xc}^{hom}(\rho(r))d^3r \), only considers the energy of a homogenous electron gas at a position \( r \). The GGA, \( E[\rho]^{GGA}_{ixc} = \int e_{xc}^{hom}(\rho(r), \Delta \rho(r))d^3r \), includes the local gradient of the electron gas. While GGA is more sophisticated, it does not necessarily mean that GGA is more accurate than LDA; thus, both approximations may be used on a system for comparison. For example, LDA has a tendency to under-predict the lattice constant(s) of a crystal, while GGA has a tendency to over-predict them. While for some systems one or both approximations yield good estimates of the electronic bandgap, for other systems they give poor agreement with experiment. In extreme cases, they predict insulating materials to be metals.[30] This is generally a problem for systems with highly correlated with d and f electrons, and has motivated research to develop exchange-correlation functionals beyond LDA and GGA. Fortunately, we do not consider f-electron systems in this work. Here, therefore, we use a form of GGA called the Perdue-Burke-Ernzerhof generalized gradient approximation (PBE-GGA) functional, and a more
sophisticated meth, the Strongly Constrained and Appropriately Normed (SCAN) functional, discussed in the next section.

2.2 SCAN Functional a Meta-GGA

The shortcomings of the LDA and GGA functionals have inspired the development of “beyond GGA” methods.[31] This discussion will focus on one category of methods known as meta-GGAs, and in particular the SCAN semilocal density functional.

The exact form for $E_{XC}[\rho]$ is not known, but over the fifty-five years of DFT, the pieces of the exchange-correlation have been identified and are introduced as additional terms. Each additional term addresses a physical constraint on the functional and may be a series expansion[32]. An unknown parameter is associated with each term; the numerical values of the parameters are unknown and must be determined.[31] Semi-empirical density functionals are the oldest approach and are still utilized for fitting the parameters with known molecular and atomic properties. Ideally, a density functional would be universal, providing accurate and precise results for all materials systems, including molecules and solids. However, in general, a fitting performed for a molecular system will not yield accurate results for a solid-state system, and vice versa.[33]

This problem has motivated the development of non-empirical meta-GGA functionals, where the GGA provides the local parameters for the semilocal functional. The meta-GGA approach has two distinct advantages: desirable computational efficiency and additional accuracy, coming from the incorporation of the second derivative of the gradient of the electron density.[34] A non-empirical meta-GGA does not require successful fitting to known molecular or atomic properties, but the functional does have to produce the correct properties to be deemed successful.

The level of sophistication of the exchange-correlation term can be described in terms of the rungs of a "Jacobs ladder,”[35]. This is illustrated in the equation:

$$E_{xc}[\rho_\uparrow, \rho_\downarrow] = \int dr^3 \rho(r) \epsilon_{xc}(\rho_\uparrow, \rho_\downarrow, \nabla \rho_\uparrow, \nabla \rho_\downarrow, \tau_\uparrow, \tau_\downarrow)$$

(2-2)
Where \( \rho \) represents the electron densities with arrows denoting spin, and \( \tau \) represents the kinetic energy density. The specific form of \( \epsilon_{xc} \) yields the various density functional approximations; for example, the LDA functional represents the first rung in which only the electron densities \((\rho_\uparrow, \rho_\downarrow)\) are considered, while the GGA represents the second rung of Jacob’s ladder, by incorporating the gradient \((\nabla \rho_\downarrow, \nabla \rho_\uparrow)\). The kinetic energy density, \((\tau_\uparrow, \tau_\downarrow)\), is the second derivative of the energy gradient, the third rung component. Though the meta-GGA employs all three rungs, it does not solve the exchange-correlation problem of DFT because the meta-GGAs have a finite interaction potential at the nucleus for ground-state electron densities.[34, 35]

There are various types of meta-GGAs. Each type places constraints on the density functional based on known features of the exchange-correlation functional. While the details of each meta-GGA are not within the scope of this work, the SCAN functional is used extensively in this work. Thus, a brief discussion of the SCAN functional follows.

Ultimately, what sets the SCAN functional apart from other meta-GGA functionals is that it obeys all 17 known exchange-correlation constraints. One such constraint, satisfied even by LDA, is the Lieb-Oxford lower bound.[36] This constraint is represented by the inequality \( E_{xc}[\rho] \leq BE_{xc}^{LDA}[\rho] \), Where the \( B \) is a parameter that can be fitted using a semiempirical method, or its bounds determined analytically. For example, Levy and Perdew[29] proposed \( 1.93 < B < 2.273 \). The Lieb-Oxford lower bound is a constraint that has been known for a long time. Though there may be new constraints identified in the future, SCAN is a novel functional in that it satisfies the 17 known constraints.

The exchange-correlation potential is broken into two parts: the exchange part and the correlation part. There are six known exchange and six known correlation constraints, with an additional five being on the sum of the two parts. These are discussed in more detail in the works of Sun et al.[37, 38] All meta-GGA functionals are based on the following equation for
the exchange-correlation.

\[
E_{xc}[\rho_\uparrow, \rho_\downarrow] = E_x[\rho_\uparrow, \rho_\downarrow] + E_c[\rho_\uparrow, \rho_\downarrow] \\
= \int d^3 r \rho_x(\rho_\uparrow, \nabla \rho_\uparrow, \nabla \rho_\downarrow, \rho_\downarrow, \tau_\uparrow, \tau_\downarrow) F_x(\nabla \rho_\uparrow, \nabla \rho_\downarrow, \rho_\downarrow, \alpha) \\
+ \int d^3 r \rho_c(\rho_\uparrow, \nabla \rho_\uparrow, \nabla \rho_\downarrow, \rho_\downarrow, \tau_\uparrow, \tau_\downarrow) F_c(\nabla \rho_\downarrow, \nabla \rho_\uparrow, \rho_\uparrow, \alpha) 
\]  
(2-3)

As stated earlier, the exchange-correlation functional can be expressed as a sum of the exchange term and the correlation term to more easily manage the functional. \(F_x(\nabla \rho_\downarrow, \nabla \rho_\uparrow, \rho_\uparrow, \alpha)\) and \(F_c(\nabla \rho_\downarrow, \nabla \rho_\uparrow, \rho_\uparrow, \alpha)\) are the exchange and correlation enhancement factors, and are the key component for introducing constraints to the approximate exchange-correlation functional.\(^{[34, 38]}\) \(\alpha\) is a constant that represents the covalent (\(\alpha \approx 0\)), metallic (\(\alpha \approx 1\)), and weak (\(\alpha \gg 1\)) bonds. These enhancement factors are comprised of interpolated, extrapolated, and coefficients terms and enforce the constraints placed on the functional.\(^{[37]}\) Ideally, a meta-GGA should be bounded by the constraint for all-electron densities and \(\alpha\).

Figure 2-1. The enhancement factor of the SCAN functional compared to PBE-GGA for a spin unpolarized system. The PBE-GGA functional diverges as \(S \to \infty\). Note, the x-axis labeled \(S\) is a dimensionless parameter representing the electron density gradient \((\nabla \rho_\downarrow, \nabla \rho_\uparrow)\).\(^{[37]}\)
For example, SCAN obeys the rigorous spin-unpolarized density bound[39] of $F_x \leq 1.174$ for all-electron densities and $\alpha$. This exchange enhancement factor is the optimal lower bound for the exchange energy of a two-electron interaction. PBE-GGA fails to obey this constraint (see Fig. 2-1) for higher electron density gradients, and Sun et al.[37, 38] found this failure to be present for other meta-GGA functionals, such as TPSS and revTPSS. Conversely, the SCAN functional was found to obey the two-electron Lieb-Oxford bound while other functionals failed to. SCAN’s derivation satisfying all constraints establishes the potential for outperforming all prior meta-GGA and in some reported cases, more sophisticated and computationally more expensive, hybrid functionals.

Previous works[40, 41] show that SCAN improves geometries and energies of diversely bonded materials (i.e. covalent, metallic, ionic, hydrogen, and van der Waals) over LDA and GGA. Remsing et al. studied the structure and dynamics of liquid silicon based on the choice of density functional.[42] They compared SCAN, LDA, and PBE-GGA functionals performance on the semiconductor-to-metal transition, specifically the Si melt. The success was mostly due to SCANs’ accuracy of simultaneous metallic and covalent bonds during the melt transition. Therefore, the SCAN functional was chosen for this work to provide more accurate results for materials containing transition metal and semiconductor atoms.

2.3 Phonon Simulation

Thanks to the introduction of modern high-performance computing and DFT, the thermodynamic properties calculated from DFT often match experimental results well. This accuracy is achieved with a combination of DFT and phonon software packages.

2.3.1 Harmonic Approximation

When a DFT calculation is performed, the results are the ion positions at 0 K. This is a significant limitation because all experiments are performed at $T > 0K$. However, this limitation can be addressed, at least in part, by determining the thermodynamics properties at elevated temperatures via phonon analysis. Two basic assumptions underpin this analysis. First, the ionic positions given from DFT relaxation can be interpreted as the equilibrium location.
of the atoms. That is, an ion is no longer to be viewed as having a fixed to a position but as oscillating about that position with a small amplitude. The second assumption is that these oscillations are not large enough to be interpreted as diffusion; that is, the oscillation is far less than the interatomic spacing. These underpinning assumptions are needed for the harmonic approximation and more sophisticated phonon approximations.[43]

The notation of the Phonopy package will be used for the following equations.[44] The atoms move from their equilibrium positions \( r(lk) \) with displacement \( u(lk) \), where \( l \) and \( k \) are the labels of unit cells and atoms in each unit cell, respectively. The potential energy of a crystal is a function of the displacements of atoms and defined as \( \Phi \). It can be represented as a Taylor expansion.

\[
\Phi = \Phi_0 + \sum_{lk} \sum_{\alpha} \Phi_\alpha(lk)u_\alpha(lk) + \frac{1}{2} \sum_{lk,l'k'} \sum_{\alpha\beta} \Phi_{\alpha\beta}(lk,l'k')u_\alpha(lk)u_\beta(l'k') \tag{2-4}
\]

\( \Phi_\alpha(lk) \) and \( \Phi_{\alpha\beta}(lk,l'k') \) are the first and second-order force constants, respectively. The first three terms of the potential energy Taylor expansion are known as the harmonic approximation component.

Expressing the first order forces as \( F_\alpha(lk) = \frac{\partial \Phi}{\partial u_\alpha(lk)} \), the second-order force constant can be obtained by the equation:

\[
\frac{\partial^2 \Phi}{u_\alpha(lk)u_\beta(l'k')} = -\frac{\partial F_\alpha(lk)}{\partial u_\beta(l'k')} \tag{2-5}
\]

From here, the equation is solved using eigenvalues of the dynamical matrix by the set of equations:

\[
D(q)e_{qj} = \omega_{qj}^2 e_{qj} \tag{2-6}
\]

\[
D^{\alpha\beta}_{kk'}(q) = \sum_{l} \Phi_{\alpha\beta}(0k,k'l') \sqrt{m_k m_{k'}} \exp i h \cdot [r(l'k') - r(0k)] \tag{2-7}
\]

Where \( D(q) \) is the Hermitian dynamical matrix, \( m_k \) is the mass of the \( k \) th atom, \( j \) is the phonon band index, and \( \omega_{qj}^2 \) and \( e_{qj} \) are the phonon eigenvalues (frequency squared) and polarization, respectively. The sign of the phonon eigenvalues is an important tool for
determining the dynamical stability of the phase. Specifically, the frequency is the square root of the eigen value. If the eigen value is negative, then the frequency is imaginary, leading to an exponentially increasing amplitude with time from \( \exp (-i\omega t) = \exp \omega t \).

From the Bose-Einstein distribution in statistical mechanics, the total energy of phonon frequencies over the Brillouin zone can be determined as:

\[
E = \sum_{qj} \hbar \omega_{qj} \left( \frac{1}{2} + \frac{1}{\exp \frac{\hbar \omega_{qj}}{k_b T} - 1} \right)
\]

The total energy includes the zero-point energy term \( \sum_{qj} \hbar \omega_{qj} \frac{1}{2} \) which represents the quantum-mechanical ground state vibrational energy of the crystal. The vibrational contributions to the thermodynamic properties, such as constant volume heat capacity \( (C_v) \), Helmholtz free energy \( (F) \), and entropy \( (S) \), can be computed as derivatives of the total energy; this is, in terms of of phonon frequencies. The complete derivation of the harmonic approximation and its relationship to thermodynamic equations can be found in textbooks.[43, 45] yielding:

\[
C_v = k_b \sum \frac{\hbar \omega}{k_b T} \frac{\exp \frac{\hbar \omega}{k_b T}}{(\exp \frac{\hbar \omega}{k_b T} - 1)^2}
\]

\[
F = \frac{1}{2} \sum \hbar \omega + k_b T[1 - \exp \frac{-\hbar \omega}{k_b T}]
\]

\[
S = \frac{1}{2T} \sum \hbar \omega \cot \frac{\hbar \omega}{2k_b T} - k_b \sum \ln[2 \sinh \frac{\hbar \omega}{2k_b T}]
\]

2.3.2 Quasi-Harmonic Approximation

The harmonic approximation is applied to different volumes of contraction and expansion within 1% of the lattice constant for implementing the quasi-harmonic approximation. The phonon frequencies are affected by changing volumes of the material; therefore, the thermodynamic properties are also affected. Calculating phonon frequencies and total energy at each volume yields the Gibbs free energy, so the equilibrium Gibbs energy is calculated from the
transformation equation:[46, 47]:

\[ G(T, p) = \min_v [F(T, V) + pV] \]  

(2-12)

This equation states the Gibbs free energy is found at the volume corresponding to the lowest energy point of the system. Figure 2-2 illustrates the process of calculating the Gibbs free energy with each point represented by \( F(T, V) = E_{el} + F_{ph}(T, V) \).

Figure 2-2. \( F(T, V) = E_{el} + F_{ph}(T, V) \) pseudocubic \( Si_3P_4 \) (a) and \( Si_3As_4 \) (b) with respect to volume and temperature. Blue circles represent total energy of that volume calculated from DFT while blue line represents state-variable fit between the points. The red line traces the minimum energy points at each temperature.

The energy from DFT is calculated for each volume at 0 K added to energy calculated from the phonon frequencies to give the Helmholtz free. The volume dependent Helmholtz energies are fitted with an equation of states to determine the minimum at each temperature. This yields the temperature-dependent volume, phonon frequencies and phonon contributions.
to the thermodynamic properties. This quasi-harmonic approximation typically yields reasonably accurate predictions for thermal expansion for temperatures up to about two-thirds the melting point of the phase. In the case of the pseudocubic phases, the temperature range chosen was 0 K to 750 K, based on the melting point of silicon, since the melting point of pseudocubics is unknown.

2.4 Real Space Multiple Scattering Theory

Electron Energy Loss Spectroscopy (EELS) is a technique that measures the energies of fast traveling electrons after inelastic scattering within a thin material (typically 15 nm). The fast electron, traveling at 70% of the speed of light for standard scanning transmission electron microscopy (STEM) or transmission electron microscopy (TEM) configurations, inelastically scatters with a core electron that is excited to the conduction band of the material. The instrumentation of EELS measures the scattered electrons' energies. The instrumentation will be discussed in Chapter 3. There are no qualitative techniques for analyzing EELS spectra, so ab initio methods are utilized to interpret the experimental data.[48] This section will focus on the theory for computational prediction.

EELS spectra of core electrons are given by Fermi’s golden rule equation which accounts for the initial and final states of the electron-hole post scattering:

\[
S(q, \omega) = \sum |< f | \exp \imath q \cdot r | i >|^2 \delta(\omega + E_i - E_f)
\]

\[
\frac{d^2 \sigma}{d\Omega d\omega} = 4\left(\frac{\gamma}{a_0}\right)^2 q^{-2} \frac{k'}{k} S(q, \omega)
\]

Where \(\frac{d^2 \sigma}{d\Omega d\omega}\) represents a double-differential scattering cross-section (DDSC) with respect to the scattering angle \(\Omega\) and energy loss \(\omega\). The DDSC represents the probability of observing an electron. \(E_i\) and \(E_f\) are the initial and final state energies of the electron; \(s(q, \omega)\) is the dynamical state structure with respect to energy loss, \(\omega\), and the momentum transfer direction, \(q \cdot k\) is the wave vector of the incoming electron, and \(k\) is the wave vector of the scattered electron.
The use of Fermi’s golden rule was the first attempt to calculate x-ray absorption spectroscopy (XAS) spectra and, by extension, EELS signal. The immediate problem for calculating the scattering from Fermi’s golden rule is that the choice of initial and final states is ambiguous. Commonly, the initial state is chosen to be the ground state and the final state is chosen to be a screened core-hole.[48] These choices allows application of Fermi’s golden rule in DFT with the advantage of full-wave potentials; the screened core-hole is treated as a Z+1 defect. However, it showed wide oscillations after the initial excitation, yielding poor results (as shown in Fig. 2-3). Due to the self-interaction of defects across the periodic boundaries, the oscillation error worsens, requiring supercell convergence.

Figure 2-3. Plot comparing experimental EELS spectra with RSMS (using FEFF9) and Z+1 (using LAPW WIEN2K) methods.[49]

Real Space Multiple Scattering (RSMS) is an approach that solves the above problems and is the modern theory utilized for computing EELS scattering.[50] The RSMS scattering solution uses a Green’s function approach, which contains the Hamiltonian of the particle’s
final state and an imaginary component representing decay of the excited particle:

\[
\sigma(\omega) = -\frac{4\pi}{c\omega} \text{Im} \sum <i \mid iq \cdot r^* G(\omega + E_i)q \cdot r \mid i > \theta(E_i - E_f + \hbar \omega)
\] (2-15)

With the assumption that low-q values dominate, \( e^{iqr} \) in Fermi’s equation can be simplified to the dipole term, proportional to \( q \cdot r \). The definition of an initial particle state is necessary for computing EELS scattering; this initial state is assumed to be the ground state calculated from DFT. Due to its relationship with DFT, the RSMS theory is regarded as a quasi-particle approximation in which a single particle is considered inside an electron density. The Hamiltonian describing RSMS is reminiscent of DFT.[48, 50]

\[
H = h_{ke} + h_e + h_{ex} + \sum (E_{e-h})
\] (2-16)

\[
\sum E_{e-h} \equiv V_{xc}
\] (2-17)

There is a Hamiltonian term within RSMS, \( \sum E_{e-h} \), which describes the excited core electron. This term is similar to the exchange-correlation functional, and these terms are equal for energies near the excitation edge of the atom (e.g. K-edge, L_1, L_2, L_3-edges). The terms diverge due to the self-energy \( \sum E_{e-h} \) dependence on total energy, damping, and extrinsic losses in the final state. For solids, the Hedin-Lundqvist (H-L) model is used for approximating the self-energy \( \sum E_{e-h} \). The H-L model is derived from the LDA of density functional theory; that is, the model is based on the plasmon-pole model for an electron gas and is based on a dynamically screened exchange operator.

### 2.5 Muffin-Tin Potential

For this work, the FEFF9 package was used for EELS simulation, FEFF9 self-consistently converges electrons in the same manner as DFT packages such as VASP, CASTEP, and WIEN2K. However, FEFF9 uses muffin tin potentials, which are not a full-wave potential.[51]
Muffin Tin orbitals are defined as:[49].

\[
V(r) = \begin{cases} 
V(|r - R|) & |r - R| < r_o \\
\text{Const.} & \text{else}
\end{cases}
\] (2-18)

This potential represents an ion within some defined radius \(r\), and the potential for an atom is developed by matching solutions with the Schrodinger’s equation. The muffin-tin potential is divided into two parts: the region inside some spherically symmetrical surface is defined by a spherical function of the potential. The internal region is represented by a linear combination of spherical harmonics and eigenfunctions. The region outside the sphere is held to a constant potential. This region is typically represented as a Fourier series constant.

Muffin tin potentials require little computation expense, and the potentials were widely used in the 1970s because they made calculations feasible. The muffin-tin potential is useful for closely packed or metallic systems; however, the approximation becomes very poor for covalently bonded systems such as Si. Another issue is the strong dependence on the choice of radius. If a radius is not standardized between calculations, the result will be different for each calculation.

Software packages, such as WIEN2K, can use RSMS with a full-potential (linearized) augmented plane-wave method. However, at the time of this work, EELS simulation with modern full-wave potentials was in beta testing. The FEFF9 simulation package calculated the EELS spectrums, which still uses muffin-tin potentials for self-consistent convergence.[52] This work uses the FEFF9 package with muffin-tin potentials for covalent pseudocubic material.

2.6 Cluster Expansion Method

First-principles achieve an accurate description of thermodynamic properties for alloys. However, these methods require tedious work for writing input files for software tools and monitoring the process and post-processing. Therefore, calculating the thermodynamics for numerous alloys requires an unreasonable amount of time, and thus limits practical
implementation. The cluster expansion method utilized in the Alloy Theoretic Automated Toolkit (ATAT) simplifies the process by introducing decision rules for alloy configuration.

The main advantage of the cluster expansion is its good convergence with a small number of known energy configurations; so, it is a computationally inexpensive algorithm. This fast convergence is important for the combining cluster expansion method with DFT: cluster energy is used for regression fit to determine the unknown interaction parameter $J$.

The cluster expansion method, a generalization of the Ising Hamiltonian, consists of a parent lattice where each site, denoted $i$, takes the value of A or B for a binary alloy. These discrete variables represent an atom, and the atom site is allowed to interact with its neighbors. When this model is generalized to an arbitrary multi-component system, it is known as the cluster expansion method[53, 54] and yields the equation.

$$E(\sigma) = \sum m_\alpha J_\alpha \langle \prod_{i\in\beta} \sigma_i \rangle$$

(2-19)

$E(\sigma)$ is the energy represented as a polynomial expansion; $\sigma_i$ is an occupation variable representing each site of the lattice; $\alpha$ is a lattice configuration or cluster of the parent lattice; the average $\langle \prod_{i\in\beta} \sigma_i \rangle$ is taken over all $\beta$, being clusters related to $\alpha$ by symmetry; $J_\alpha$ is the expansion body coefficient which represents the energetics of the alloy; and, the multiplicities $m_\alpha$ indicates the number of clusters that are equivalent to $\alpha$.

One advantage, the cluster expansion equation is that when appropriately summed for all $\alpha$, can represent any energy of configuration $\sigma$. Another advantage is that the cluster expansion converges quickly with a small number of known energy configurations, so it’s a computationally inexpensive algorithm. This fast convergence is important for combining cluster expansion with DFT. Cluster energy is used for regression fit to determine the unknown interaction parameter $J_\alpha$. Fitting the energies from DFT is known as the structure inversion method (SIM).

Fitting the energies from DFT is known as the structure inversion method (SIM). SIM relates the configuration of the cluster to the enthalpy of the system. This is an inversion
Figure 2-4. The fitted vs. calculated energies for TiSi$_2$-TiGe$_2$ pseudobinary mixture of C49 (a) and C54(b). The teal plot is a line with a slope value of one. Ideally, the fitted to predicted energy values should yield a ratio of one.

of the cluster method equation such that $J_a$ becomes a function of total energy from DFT. For SIM to work, the interaction energy is assumed to operate at short distances, which is an accurate assumption. The predicted energy from cluster expansion and the energy from DFT form a line with a slope of unity, as shown in Fig. 2-4.

2.7 Special Quasirandom Structures

Randomly oriented phases are important in materials engineering as they have numerous applications. Therefore, a method for generating random structures efficiently would be valuable. Of course, one such method manually replaces the atomic sites of a binary alloy. However, this method creates two problems: the positions of the atoms in the alloy will deviate from a truly random structure, and a manual method will become unrealistic for structures requiring a larger number of atoms, such as Mg$_{0.75}$Li$_{0.25}$ requiring 128 sites. The random Mg$_{0.75}$Li$_{0.25}$ image of Fig. 2-5 was constructed using SQS for this section.

A method for mimicking an infinite random alloy with a finite supercell is called the special quasirandom structure (SQS) algorithm. It is expected that a supercell approximation of an infinite random alloy will have spurious periodic errors. SQS assumes that interactions between distant neighbors are less than between close neighbors. Therefore, it only considers the first few neighbor cells inside a defined radius, and the periodicity errors from approximating a random alloy with a supercell only occur between neighbors at greater distances.[55] Like
Figure 2-5. Mg$_{0.75}$Li$_{0.25}$ after relaxing at the level of density functional theory. The structure was generated using the special quasirandom structure algorithm.

the cluster expansion method, SQS builds on the theory of the Ising model, such that sites occupied by A carry a value of +1 while sites occupied by B carry a value of -1.[56, 57].

\[
\prod_f (\sigma) = \frac{1}{D_f N} \sum_l \prod_f (l, \sigma)
\]  

(2-20)

For a binary alloy, a configuration \(\sigma\) is discretized into components of \(f = (k, m)\) where pairs of atoms are \(k=2\), triplets \(k=3\), with neighbor \(m\)th neighbor distances. \(N\) represents the total number of atoms, and \(D_f\) represents the total number of \(f = (k,m)\) per site. The lattice average (also known as the correlation function) is denoted by the left-hand side of the equation.

\[
\langle p \rangle = \sum_{k,m} D_{k,m} (\prod_{f=k,m} (\sigma)) p_{k,m}
\]  

(2-21)
Unlike the cluster expansion method, SQS does not correlate the configuration of the random alloy to a DFT total energy. \( p_{k,m} \) represents the interaction parameter of \( f = (k,m) \), and the left hand side of the equation is the average of a physical property. \( < P > \) is compared with a truly random average \( < P^{\text{avg}} > \) such that the following objective function can be minimized.

\[
Q = -\omega L + \sum \Delta P(\sigma)
\]

(2-22)

\( \omega \) is a user-specified weight while \( L \) is the largest length that satisfies \( \sigma = 0 \) for all clusters. \( \Delta P(\sigma) = P(\sigma) - P(\sigma^{\text{rnd}}) \). \( P(\sigma^{\text{rnd}}) \) is calculated from the knowledge that the truly random system site occupations are independent. This equation ensures that the stochastic search will converge for multicomponent systems and is the defining quality that distinguishes the method utilized by ATAT.\[57\] Each new SQS system is tested with the objective function. If the new SQS further minimizes \( Q \), the SQS enters a simulated annealing loop based on a Monte Carlo scheme. With a probability proportional to \( \exp(-Q/T) \), a jump to a new supercell shape is made or two atoms in the same cell permute. After the anneal loops, the best SQS is tested in the same manner again then kept or replaced.

The SQS software, as implemented in the ATAT package, optimizes the shape of the supercell and the lattice site occupation of atoms. The method is not sensitive to starting supercell structure, and is capable of managing multi-component and multi-sublattice systems with minimum input from the user. In this dissertation, this software is used to calculate the enthalpy of mixing for pseudobinary Ti(Si\(_{1-x}\)Ge\(_x\))\(_2\) phases.

### 2.8 Bader Analysis

The atomic charge is an important property of molecules and crystals, especially for charge transfer behavior between atoms, i.e. ionic bonds. However, the atomic charge is not an observable in quantum mechanics, which inhibits a clear definition of charge from DFT. DFT outputs an overall spatially dependent charge density, so it is unclear how to partition this continuous charge such that a single charge value can be attributed to one atom over another.
There have been several proposals for handling the partitioning, ranging from the older scheme of Mulliken population analysis to the more modern Bader and Hirshfield analysis; this work utilizes the Bader analysis scheme.

![Contour maps of covalently bonded N (left) and ionically bonded F-Li (right) at equilibrium distance. The lines to the right of the Li dashed line represents the unbounded charge density.](image)

Figure 2-6. Mg$_{0.75}$Li$_{0.25}$ Contour maps of covalently bonded N (left) and ionically bonded F-Li (right) at equilibrium distance. The lines to the right of the Li dashed line represents the unbounded charge density.

The algorithm for applying Bader analysis to the charge density output of DFT is beyond the scope of this study, but the general concept is illustrated in this section and in Fig. 2-6 as N$_2$ and LiF charge density contours. A subsystem containing a nucleus is determined as the surface formed at which there is no flux in the gradient vector field. Bader analysis utilizes one vector equation $\nabla \rho(r_s)n(r_s) = 0$; $n(r_s)$ is a unit normal vector to the surface $r_s$.

The concept is very simple, but the challenge is algorithm implementation. Due to potentially large charge density files, Bader analysis codes are optimized software algorithms for quickly determining these subspaces, also called Bader volumes.[58–61]

One important note, DFT software does not always include the core electrons in calculations since core electrons contribute little to the bonding. If the core electrons are not included in the charge density file, the Bader analysis code will determine an incorrect atomic charge. Once the core electrons are included in the DFT calculation, Bader analysis will generate the correct charge within the Bader volume. Bader analysis is used for qualitatively
describing the charge transfer in this work. The method is applied to the perfect and defect allotropes of TiGe$_2$ and TiSi$_2$. 
CHAPTER 3
OVERVIEW OF EXPERIMENTAL METHODS

3.1 Sample Preparation for Electrical and Micrograph Characterization

This chapter covers the experimental methods utilized in this work. All materials of this work are grown on (001) oriented p-type Si. The HD Si:P films in chapter 4 are grown with chemical vapor deposition (CVD), and the Si_{1-x}Ge_{x} films in chapter 6 are grown with CVD as well. The HD Si:P and Si_{1-x}Ge_{x} films are grown at Applied Materials in Santa Clara, Ca on a Applied Materials® Centura® tool.

The experiments of chapter 7 require additional steps for characterization. After Si_{1-x}Ge_{x} films are deposited on Si, physical vapor deposition electron-beam evaporator PVD E-Beam deposits 5 nm of Ti, and then a layer of 3 nm of TiN is deposited with Atomic Layer Deposition (ALD). The PVD E-Beam tool is a University of Florida Nanoscale Research Center tool (NRF). ALD is performed at NRF on a Cambridge Nano Fiji 200. The TiN layer has two purposes. First, the TiN layer buffers the Ti-Si_{1-x}Ge_{x} solid reaction from the atmosphere during nanosecond (ns) laser annealing. However, this protection is not absolute since the TiN will eventually oxidize.[62] Second, the TiN is a dielectric where the index of refraction helps couple the laser light energy into the solid-state reaction. Otherwise, the dramatic difference in index of refraction between Ti and air would cause an additional reflection from the reaction.

Once laser annealed, the TiN/Ti(unreacted)/Ti(Si_{1-x}Ge_{x})_{2} samples are etched to remove TiN and unreacted Ti. The amorphous TiN deposition may cause confusion of interpreting the electron diffraction patterns generated, and TiN being an insulator may raise the sheet resistance of the Ti(Si_{1-x}Ge_{x})_{2} films of interest. Another disruption in sheet resistance measurement is the Ti itself. Not all the Ti will react with the Si_{1-x}Ge_{x}, so a layer of Ti will remain to skew the measurement. For these reasons, the films are etched for 10-15 minutes in a mixture of NH_{4}OH:H_{2}O_{2}:H_{2}O at 70°C. This recipe removes the TiN film and unreacted Ti after annealing while preserving the Ti(Si_{1-x}Ge_{x})_{2} layer.
Microstructural characterization is necessary for determining the presence of extended defects and phases. An electron beam is capable of achieving images beyond the resolution limit of optical microscopy. These micrograph images are produced using a transmission electron microscope (TEM) which can resolve features as small as 2.7 pm at 200 keV electron beam potentials.[63] The FEI Tecnai F20 S/TEM was the TEM used for this work and its resolution is closer to 250 pm. The material samples need to be electron transparent, which necessitates sample preparation. The samples are prepared in two ways: the first is a cross-sectional TEM (XTEM) sample, which allows a TEM instrument to image the sample from the side. This viewpoint allows for the detection of extended defects, surface uniformity, precipitation, layer thickness, and energy-dispersive x-ray spectroscopy (EDS). The second is a plan-view TEM (PTEM) sample, which provides the viewpoint from the top of the sample. PTEM will be used for electron diffraction to detect different allotropes of Ti(Si$_{1-x}$Ge$_x$)$_2$.

### 3.1.1 XTEM Sample Preparation

The XTEM sample process requires extensive use of a dual-beam focused ion beam (FIB) tool. Since ion imaging induces sample damage, a dual-beam FIB tool utilizes scanning electron microscopy (SEM) imaging, so ion imaging damage is minimized. Ion imaging would degrade or destroy the sample of interest. This setup is especially crucial for electron energy loss spectroscopy (EELS) sample preparation, which requires an XTEM sample preparation. For EELS, the sample must be thinner than typical XTEM preparation to reduce plasmon scattering noise. The use of ion imaging during the thinning steps will damage the XTEM sample. The FEI Helios NanoLab 600 dual beam is used for XTEM samples.

XTEM sample preparation begins with a black marker to introduce carbon on the surface (see fig. 3-1). The carbon temporarily protects the surface from ion damage and charge accumulation. The charge accumulation causes pattern distortion during the ion milling due to Coulombic forces.[64] A subsequent layer of platinum is deposited on the surface at a thickness of 2 um. The platinum layer provides long term protection of the surface, and it is crucial for final thinning. Following deposition, the FIB mills a stepped depth pattern with a
Figure 3-1. A brief illustration of lamella sample preparation, the preparation begins with a coating of carbon on the surface. A subsequent layer of platinum (blue) is deposited to protect the surface during ion milling. The area around the platinum is milled, leaving a section to support the lamella.

deepen depth near the surface of interest. This mill pattern is performed on the other side, to expose a lamellar sample. The lamella is cut with an “L” shaped pattern, so one side is detached from the bulk with the other side still supported. A micromanipulator is attached using decomposition of organometallic platinum on the free side of the lamella. Finally, the material which attaches the lamella to the bulk is cut, then the lamella is lifted out of the bulk. The lamellar sample is attached to molybdenum or copper (molybdenum grids needed for EELS thinning) grids with platinum. Once the lamella is secured onto the grid, a final thinning sequence is followed, as described in Schaffer et al.[65] For conventional TEM imaging, the lamella is thinned below a 100 nm thickness. However, more sophisticated techniques such as high-resolution transmission electron microscopy (HRTEM) or EELS may require more thinning.

3.1.2 PTEM Sample Preparation

PTEM sample preparation does not require the use of an expensive FIB instrument as in XTEM. However, sample preparation is a long and strenuous process that requires multiple levels of personal protection equipment (PPE). The outcome of the sample preparation is
etching the center of a 1 cm x 1 cm square sample until puncture, so the edges of the hole formed are electron transparent.

The process starts with mounting the sample on to a glass slide typically used for optical microscopes. The silicon is bonded to the glass with Crystalbond™ and a hot plate at 110°C. The sample is slightly agitated while in contact with the Crystalbond™ to remove air bubbles. After cooling, the sample is adequately reinforced by the slide and crystal bond, which prevents chipping or cracking. The slide is mounted on a VCR group model no. V100 coring drill. The coring tool produces a circular sample with a diameter of 3 mm. After coring, the left-over sample is heated to melt the Crystalbond™ then the circular sample is cleaned to remove Crystalbond™ (a sequence is acetone then isopropanol).

Using Crystalbond™ and a hot plate, the samples are mounted on an aluminum cylinder. The surface of interest is mounted to the cylinder to protect it for TEM. A solution of water and 15 um alumina powder is mixed on a 400-grit polishing pad. The backside is polished down to under 100 um with a uniform thickness. Again, the sample is removed using a hot plate and cleaned to remove Crystalbond™.

Paraffin wax is liquified using the hot plate for application to the sample. The sample front-side is coated with liquified paraffin wax to protect it from the acid etch. Once the front side is protected, the sample is mounted on a custom Teflon™ stub. These stubs have a backside mount for a diode light pipe that shines light through the sample after puncture; This light pipe signals puncture to stop the acid etch. The backside of the sample is carefully coated with paraffin wax to leave an exposed circle in the center. Figure 2 illustrates the wax coating necessary for the acid etch step.

The sample is placed in a drip etcher that uses a mixture of 25% hydrofluoric acid (HF) and 75% nitric acid (HNO₃). The HF etches the SiO₂ native oxide that forms on a silicon surface while the HNO₃ prevents hydrogen passivation; hydrogen passivation, a consequence of the HF etch, slows the formation of the native oxide. The backside of the sample is acid-etched (see fig. 3-2) until the sample is punctured, which takes up to seven minutes.
Figure 3-2. The front side is coated with paraffin wax to protect the Ti(Si$_{1-x}$Ge$_x$)$_2$ layer from acid etching. The backside is coated with wax, but the center exposed. Droplets of acid slowly etch the Si substrate until puncture. Once etching is complete, heptane removes the wax for TEM.

Once light shines through the puncture, the etch drip is stopped, and the stub is submerged in water to dilute the acid. The wax mounting the sample to the stub is carefully removed using a scalpel. Once the sample is free from the stub, it is submerged in heptane to remove the excess wax from the sample then qualified under an optical microscope. The application of paraffin wax on the backside dictates the quality of the etch. If the wax is not uniformly applied, the acid mixture etches more of the sample and damages the Ti(Si$_{1-x}$Ge$_x$)$_2$ film (see fig. 3-3).
Figure 3-3. optical images after the cored samples are drip etched. The top image shows the result of improper wax coating of the sample, while the bottom image is the result of a properly coated sample. Both images are of the backside.
3.2 Electron Energy Loss Spectroscopy

Electron Energy Loss Spectroscopy (EELS) is a core-level spectroscopy technique capable of chemical, structural, and electronic analysis. The technique measures the loss of kinetic energy of an inelastically scattered electron from the sample. The inelastic electron excites a core electron into the conduction band (well above the Fermi level), leaving behind an electron-hole pair in the sample. EELS is performed using TEM or scanning transmission electron microscopy (STEM) configurations, but STEM has proven to be a more powerful technique since it can produce EELS maps at atomic resolutions.

The EELS instrument has several major components comprising the energy-loss spectrometer; these components being the electron monochromator, magnetic prism, and energy selecting slit. The electron monochromator is the most important component of the resolution of STEM. Reason being, the electron gun outputs electrons with a spread of energy value dictated by $\Delta E_s = 2.45(k_BT_s)$, which subsequently reduces the spatial resolution of the instrument. The energy dispersion also has the additional hindrance of dictating the energy resolution limit of EELS. An electron monochromator is based on a Wien filter, though with a multitude of unique designs. This filter employs perpendicular magnetic (x-axis) and electrostatic fields (y-axis), with both fields being perpendicular to the electron (z-axis). These fields introduce a cyclotron frequency on the electron such that an electron with the desired energy starting at $x = y = 0$ at the input ends at $x = y = 0$. An electron with a higher or lower kinetic energy entering the Wien filter at $x = y = 0$ will exit at $x \neq 0$. The aperture blocks undesired kinetic energy electrons.

After the energy-loss electrons leave the sample, the electrons are collected and focused onto the detector using a magnetic prism. The electron experiences a radius of curvature by a magnetic field described by $R = ((\gamma m_0/eB)v$. The exit aperture determines the trade-off between energy resolution and signal-to-noise ratio of the experiment (see fig. 3-4). Finally, a scintillator transforms the electron into photons with a subsequent photomultiplier tube for detection.
The EELS spectrum is broken into two parts named the energy loss near edge structure (ELNES) and the extended electron energy loss fine structure (EXELFS). Figure 3-5 shows a typical energy loss spectrum of up to 600 eV. The ionization edge at 400 eV represents the energy for a core electron to be excited above the Fermi level or ionization of the K shell. This edge is useful for determining the atomic species present in the sample. After the first ionization edge, oscillations are observed within 50 eV, which represents ELNES region. This region is useful for mapping the conduction band density of states of the material. The oscillations are sensitive to the nearest neighbor atoms of a material, and this region provides fingerprinting of phases. ELNES has become a well-understood spectrum, but the spectrum
cannot be analyzed using qualitative techniques. A computational component is required to understand ELNES.

On the other hand, EXELFs is a spectrum under active research since its relationship to the material is poorly understood. The reason being that the EXELFS structure is sensitive to the material’s wave function (i.e., local bonding). This scattering regime becomes dominant beyond 100 eV of the ionization edge. The spectrum peaks become smoother and more spread apart due to the core electron, since it is within the conduction band, behaving more like a free-electron.

Like X-ray absorption fine structure XAFS, EXELFS is a multi-scattering technique. The final state of the local structure is influenced by the outgoing wavefunction of the electron and backscatter of the local atoms. Unlike EXAFS, EXELFS has a superior spatial resolution for
investigating complex nanophases. However, for more heavier atoms, the electron counts from the k-edge are below the noise floor because the scattering cross-section is too low.

### 3.3 EDS

Energy dispersive X-ray spectroscopy (EDS) is a technique with some relationship with EELS. When the transmitting electrons inelastically scatter with a core electron of the atom, the electron is excited into the conduction, leaving a hole in the core. The excited electron in the conduction band eventually decays back into the core. When the hole is filled, the energy difference is emitted as an X-ray of a characteristic wavelength, and the statistics of the emitted x-ray determines the atoms species and concentration.[70] EDS is operated as an attachment of a TEM instrument like EELS.

The x-rays are converted into a voltage using a Si detector with a drifted Li to compensate for impurities. An incoming electron generates an electron-hole pair for every $3.76 \text{ eV}$ of radiation. A bias voltage causes the holes and electrons to travel to opposite ends of the crystal. The charge from the bias is measured and converted to a voltage pulse, and the voltage pulse generated is related to the energy of the photon that was created and thus the atomic species in the sample.

### 3.4 Van Der Pauw

Widely used in the semiconductor industry, Van Der Pauw method is a technique for measuring the sheet resistance or resistivity. This method is different from the four-point probe, which only provides resistivity in the sensing direction. Van Der Pauw determines the resistivity of any arbitrary shape. The shape must be 2-D, so the film must be infinitesimally thin compared to the surface dimensions.[71] The typical schematic uses a square shape with four contact points total at each corner. Two contacts are connected to a current source while the other two contacts measure the voltage such that $R = \frac{V}{I}$.

Van der Pauw states there exists two characteristic resistances $R_A$ and $R_B$ which represent two source probe configurations in figure 3-6. These two resistances are related to the sheet
Figure 3-6. Schematic of the Van Der Paul layout on a sample for measurement. Two probes are the current source on the sample, while the other two are the voltage probes. The points one, two, three, and four alternates between probe and source.

resistance by the van der pauw equation.

$$e^{\frac{-\pi R_A}{R_s}} + e^{\frac{-\pi R_B}{R_s}} = 1$$  \hspace{1cm} (3-1)

The sheet resistance can be solved numerically then related to resistivity by $$\rho = R_s \frac{A}{l}$$.

Where $$A$$ represents the area of the surface, $$l$$ represents the sample thickness, which is in the micrometer or nanometer regime. This equation was solved numerically in MATLAB using data from a semiconductor analyzer instrument.

### 3.5 High Resolution X-Ray Diffraction

The application of x-ray diffraction (XRD) is among the oldest characterization techniques of materials. If the structure of the material is unknown, Bragg’s law can be applied to determine the structure. For this work, a Cu k source is used for exposing the sample while the x-ray angle between the source and sample is altered. The detector position is angle locked to the sample. The outputted data from the experiment is a function of source angle that is related to Bragg’s law for determining lattice spacing (see fig. 3-7).

$$n\lambda = 2d \sin \theta$$  \hspace{1cm} (3-2)
\[ d = \frac{a}{\sqrt{h^2 + k^2 + l^2}} \]  \hspace{1cm} (3-3)

Where \( n \) is the order of the interference, \( \lambda \) is the wavelength of the source, \( a \) is the lattice constant of the cubic structure, and \( h, k, \) and \( l \) represent the miller indices of the lattice plane.

The interatomic spacing equation given above is for a simple cubic structure in eq. 3-3; for non-cubic systems, the interatomic lattice spacing may become increasingly complex.

High-resolution x-ray diffraction (HRXRD) utilizes x-ray optics for improving angle resolution down to the arcsecond regime. This resolution is necessary for measuring thin epitaxial films. HRXRD can measure structural and defect information such as composition, layer thickness, strain, surface damage, dislocation density, and inhomogeneity.[72] To achieve these measurements, X-ray optics are employed for collimation of the beam and remove deviation from the chosen wavelength. The most modern approach is to focus and collimate the beam in two different axes: One axis is collimated using parabolic mirror optics, taking advantage of total external reflection of X-rays. The other perpendicular axis of the X-ray will be focused using an ellipsoidal mirror. These subsequent optics are known as specular optics because the components take advantage of the total external reflection of X-ray beams.

To improve spectral linewidth of the X-ray source, a monochromator is introduced which is a crystal comprised of material such as Si or Ge. The monochromator crystal disperses the spectral components of the crystal source enabling filtering of the desired wavelength.

HRXRD optics is especially crucial for the rocking curve (see fig. 8) for thin-film measurements. Rocking curve high-resolution x-ray spectroscopy (RC-HRXRD) enables the measurement of strain for thin epitaxial films at post-growth. RC-HRXRD is performed by keeping the source and detector centered on the sample, and the sample is tilted to perform a theta scan.

An important parameter for thin epitaxial films is strain at post growth; it varies with gas pressures and other conditions during growth. For epitaxial thin films, the strain is biaxial being compressive or tensile perpendicular to the interface with the substrate. The strain is a value which deviates from the relaxed value of the crystal; therefore, the strain can be derived by the
Figure 3-7. X-ray reflection inside the crystal will experience constructive interference with the x-ray reflected at the surface. The relationship of the interference is known as Bragg’s Law, and it is observed as a peak in the XRD spectrum.

The derivative form of Bragg’s law.

\[ \epsilon = -\cot \theta d\theta \]  \hfill (3-4)

\( \epsilon \) represents the strain experienced by the thin film. Therefore, the location of the epitaxial layer peak on a 2\( \theta \) plot measures strain. For films grown on Si, RC-HRXRD is performed on the (004) plane for a non-zero structure factor. The parallel substrate plane creates a sharp peak for pure silicon at zero. The pseudomorphic film on the Si generates a broad secondary peak on the plot to the right. The position of the secondary peak is related to strain of the film. If the peak is at smaller angles, the film is compressively strained (\( d\theta \) is positive), while a peak at greater angles relates to tension (\( d\theta \) is negative).

### 3.6 Secondary Ion Mass Spectrometry

Secondary ion mass Spectrometry (SIMS) is the most versatile tool for semiconductor characterization. SIMS destructively removes material from the surface of a sample with some portion scattering at an angle. These scattered ions are collected with a mass spectrometer. A majority of the ions ejected are neutral and cannot be detected, but about 1% are charged. The mass-to-charge ratio of these ions is measured by the mass spectrometer.[71]
Figure 3-8. A simple illustration of RCXRD showing an X-ray tube as a source for the system and a detector containing a scintillator and photomultiplier tube. The detector and source remain stationary while the sample is tilted. This setup is known as a double-axis transverse scan.

The mass spectrometer consists of an electrostatic and a magnetic component. For the electrostatic component, parallel plates are placed at a potential $V$ with the ions following a radius of curvature $r_V$. The potential across the plates only allows ions with specific energy to pass. For the magnetic component, the ions pass through a magnetic field $B$, which causes the ions to follow a radius of curvature $r_B$. The mass-to-charge ratio from the two components follows the equation.

$$\frac{m}{q} = \frac{B^2 r_B^2 d}{V r_v}$$  \hspace{1cm} (3-5)

Where $m$ is the mass of the ion, $q$ is the charge of the ion, $d$ is the distance of the parallel plates. The application for SIMS is dopant profiling. Sims can determine the atomic species present post-growth along with the concentration and depth profile. SIMS is useful for analyzing the diffusion behavior after anneals.
3.7 Rapid Thermal Annealing

Rapid thermal heating is the dominant technology since the 1980’s for activating semiconductor dopants. By radiative block-body heating, rapid thermal annealing is a process developed to minimize the thermal budget by reducing the time at a given temperature. The original motivation of the technology was to reduce transient enhanced diffusion for improved control of the profile depth. Now, the applications have expanded to oxidation, silicidation, film densification, chemical vapor deposition, and epitaxial growth.

In this work, the system used is a AG associates Heatpulse 4100 capable of heating rates up to 200 °C/s and a maximum temperature of 1100°C. A thermocouples is sandwiched between two coupon silicon wafers which is connected to a proportional integrated derivative (PID) controller to determine temperature as a function of lamp power.
CHAPTER 4
STABILITY OF PSEUDOCUBIC III-V SEMICONDUCTORS

4.1 Background

The continuous decrease in contact area of semiconductor devices requires further increases in the doping of the semiconductors in order to mitigate the increase of contact resistance. New approaches are needed to provide high doping for lower contact resistance and high strain for improved carrier mobility.\cite{2} Silicon doped with carbon and phosphorous (Si:CP) has been the material of choice, with the thin film providing tensile strain for electron mobility enhancement. However, because of the solubility limits in silicon, only a limited concentration of carbon and phosphorous dopants is possible using conventional epitaxial growth methods. At high dopant concentrations, the C and P compete for substitution sites causing two problems: the C is more likely to precipitate, and the P activation is limited by the C concentration. New methods of chemical vapor deposition (CVD) have enabled the growth of highly doped Si:P\cite{73,74} which provides a strain comparable to Si:CP. These methods may use low temperature, low pressure cyclic deposition etch processing, which commonly uses Si$_3$H$_8$, as the precursor or high temperature, high pressure co-flow processing which utilizes dichlorosilane (Si$_2$Cl$_2$H$_2$).\cite{74} By employing this complex growth scheme it has been shown that phosphorus can be introduced at concentrations up to 10\% with no visible signs of extended defects.\cite{11,22,75} A record low contact resistance has been achieved with this material via the use of a post growth anneal.\cite{75} While, the origin of the strain and the positions of the phosphorus in the lattice have not been firmly established, the presence of a dispersed non-equilibrium Si:P phase was suggested in earlier works.\cite{11}

Evidence for the presence of such pseudocubic Si$_3$P$_4$ phases has only appeared recently. Ye et al. analyzed CVD grown highly doped (HD) Si:P with Rocking Curve High Resolution X-ray Diffraction (RC HRXRD).\cite{11,22,76} They concluded that the observed strain arose from phosphorus atoms clustered locally into pseudocubic Si$_3$P$_4$ complexes. Based on Hall effect and TEM data, Weinrich concluded that HD Si:P contained substitutional phosphorous,
clusters of phosphorous vacancies, and clusters of phosphorus interstitials clusters (PIC’s).\cite{18,23} Dhayalan et al. inferred the existence of a Si monovacancy surrounded by phosphorus from positron annihilation spectroscopy showing an excess of vacancies. However, they also concluded that the observed strain does not require the presence of \(\text{Si}_3\text{P}_4\) complexes, but can be explained by phosphorous doping alone.\cite{19,20} Although others have found that the \(\text{Si}_3\text{P}_4\) complexes is necessary to explain the strain.\cite{18}

Density Functional Theory (DFT) studies of pseudocubic form of \(\text{Si}_3\text{P}_4\), have shown it to have a negative enthalpy of formation.\cite{77} Based on these calculations and the HRXRD results, these clusters have been proposed as the mechanism of accommodation of the excess phosphorus.\cite{22} These DFT studies also examined \(\text{Si}_3\text{As}_4\), \(\text{Ge}_3\text{As}_4\), and \(\text{Ge}_3\text{P}_4\), and also showed they too have negative enthalpies of formation.\cite{77} In a single unit cell of silicon, this phase can be viewed as a cluster of four phosphorus atoms around a vacancy, or a \(\text{Si}_3\text{P}_4\) defect. DFT calculations show that the \(\text{Si}_3\text{P}_4\) defect is stable at high phosphorous concentrations.\cite{78,79} Previous studies have not explored the possibility of \(\text{Si}_3\text{P}_4\) growing epitaxially as a submicroscopic ordered phase; that is a phase on the length scale below that resolvable by TEM. This chapter, therefore, analyzes the thermodynamic stability of these defective zinc blende structures with respect to the known phases by constructing free-energy convex hulls\cite{21,80–83} of the binary systems. In addition, the effect of epitaxial strain from the Si and Ge substrates and volumetric strain on the extended phases is also studied.

4.2 Computational Methods

The DFT calculations use the plane-wave method as implemented in Vienna Ab initio Simulation Package (VASP). The Generalized Gradient Approximation (GGA) is used for the exchange-correlation effects.\cite{24–27} Pseudopotentials are described by the projector augmented wave (PAW) method.\cite{24–27} A supercell of 2x2x2 conventional unit cells is used for convex hull calculations. A 3x3x3 Monkhorst-Pack k-points mesh is used for the Brillouin zone sampling. The converged plane wave cutoff energies are 310 eV, 290 eV, 300 eV, and 350 eV for \(\text{Si}_3\text{P}_4\), \(\text{Si}_3\text{As}_4\), \(\text{Ge}_3\text{P}_4\), and \(\text{Ge}_3\text{As}_4\), respectively. For unconstrained bulk calculations, the cell
parameters and atomic positions are relaxed simultaneously until the force on each atom is less than 0.01 eV/Å, and the components of stress are less than 0.02 GPa.

The thermodynamic properties of pseudocubic Si$_3$P$_4$ was calculated using the Phonopy package.[47] The GGA potential was exclusively used due to close agreement of GGA and SCAN for mechanical properties. The phonon band structures are calculated using the Non-Analytical Correction (NAC) and Debye model. For the Quasi-Harmonic Approximation, density-functional perturbation theory (DFPT) with a supercell approach of 2x2x2 was performed in VASP. The lattice constants for volume change was chosen within 1% of compression and expansion. QHA is valid up to 2/3 the melting temperature; however, the melting temperature of these pseudocubic materials is unknown, so a temperature cutoff of 800 K was chosen based on the Si-P equilibrium diagram.

To mimic the strain effect of epitaxial growth, a supercell for each phase was chosen such that the lattice would be commensurate with the substrate material. The supercell lattice in the a, b directions (i.e. normal to the growth direction) are set to those of Si or Ge. The cell parameters are relaxed in the direction normal to the epitaxial plane (c-direction) only, and the atomic positions are relaxed to the same force limit. In order to consider a precipitate, the supercell is again made commensurate with the substrate material, and the supercell lattice parameters in all three directions are fixed to those of the Si or Ge matrix in which it is embedded, and only atomic relaxations are allowed. In all calculations, the atom positions are optimized such that the force on every atom is small. The interface between the substrate and phases are not included in the calculations. The d-orbital electrons are included in the Ge potential.[84]

4.3 Epitaxial Stability of Pseudocubic III-V Semiconductors

As Figure 4-1 shows, The Si$_3$P$_4$ structure is like the zincblende structure but with the atom at the center of one face absent; we designate this plane as (100). This means that from a crystallographic point of view the structure is tetragonal. However, the three lattice constants for the Si$_3$P$_4$ phase are essentially the same (a=b=5.0929 Å, c=5.0928 Å); that is,
the structure can be considered as pseudocubic. The near equality of the lattice parameters arises from the atomic relaxation of the P atoms. These calculated lattice constants are consistent with the film strain determined from RC HRXRD.[11, 74]

![Figure 4-1. Structure of pseudocubic Si$_3$P$_4$ is a defective zinc blende structure; note the absence of Si atoms (black) on the front and back faces of the cube. The P atoms (Gray) are in the interior of the unit cell.](image)

Other compositions are also present in the Si-P binary system. In particular, the stable SiP and SiP$_2$ phases have been studied experimentally; microscopy has found them to be orthorhombic in silicon films.[85, 86] From solid reaction and ion implantation studies, the SiP and SiP$_2$ form as precipitates in Si films at high P concentrations. Though SiP and SiP$_2$ precipitate at high P concentrations, HD Si:P layers are grown far from equilibrium at low temperatures (400$^\circ$C-500$^\circ$C)[11, 22] well below the much higher temperatures where the equilibrium SiP and SiP$_2$ phases are typically observed (900$^\circ$C-1400$^\circ$C).[21, 80, 81] These compositions form the convex hull of this work, so they provide reference for the stability of Si$_3$P$_4$. The pseudocubic Si$_3$P$_4$ structure has not been observed experimentally in TEM. However, its structure is similar to that of silicon, so it would not be expected to be visible.
using high resolution or high angular dark field STEM microscopy. The only indications for the existence of a Si$_3$P$_4$ material are the earlier DFT calculations.[11, 87]

The energy of the Si:P system as a function of composition is shown in Figure 2(a). The red squares are the data for the stress-free system; the red line is the associated convex hull. This shows that the SiP and SiP$_2$ phases are stable. The Si$_3$P$_4$ pseudocubic structure lies 45 meV above the convex hull. Based on the analysis of a 29,902 inorganic materials. Sun et al. identified 70 meV as being an upper limit for metastability for most materials.[88] That is, if a structure lies more than 70 meV above the convex hull it is likely to decompose; if it lies less than 70 meV above the convex hull there is some chance that it will be metastable, most particularly if the metastable phase was actually the stable phase at some point in the processing history of the structure. Thus, though energetically disfavored to decomposition relative to the SiP and SiP$_2$ phases, the Si$_3$P$_4$ might show metastability.

For epitaxy on a Si substrate (open green symbols and green line), there is only a small increase in energy for the SiP and SiP$_2$ phases, but a larger increase in energy for Si$_3$P$_4$. It now lies 101 meV above the convex hull; based on the analysis of Sun et al., it is likely to be unstable relative to SiP and SiP$_2$. The germanium substrate (open blue) has a larger effect on the stability. In particular, while SiP$_2$ remains stable, SiP is only marginally stable, lying essentially on the line between Si and SiP$_2$. Epitaxy on Ge further increases Si$_3$P$_4$ above the convex hull (198 meV), increasing its driving force to decomposition. The corresponding precipitate cases show that SiP and SiP$_2$ are again stable for a Si matrix, while only SiP is stable for the germanium matrix. Thus, for all cases considered, the energy of Si$_3$P$_4$ is above the convex hull (169 meV for the Si matrix and 602 meV for the Ge matrix) and it can be expected to decompose under these conditions. We thus conclude that strain does not stabilize the Si$_3$P$_4$ pseudocubic phase.

Although they have not been explored experimentally, it is of interest to characterize the corresponding energetics for the Si:As, Ge:P and Ge:As systems. Figure 2(b) illustrates the stability for the Si:As system. The convex hull for Si:As is similar to that of Si:P for the bulk.
Figure 4-2. Stability of Six, Si$_{3}$x$_{4}$, Six$_{2}$ in the bulk (red squares), on a Si substrate (green circles) and on Ge substrate (blue circles) for (a) Si:P (i.e., x=P), (b) Si:As (i.e., x=As). For the epitaxial case, a hollow circle is used, and a filled circle for the precipitate case. Note that the energy scales are not all the same.
Figure 4-3. Stability of $\text{Ge}_x$, $\text{Ge}_3\text{As}_4$, $\text{Ge}_2$ in the bulk (red squares), on a Si substrate (green circles) and on Ge substrate (blue circles) for (a) Ge:P (i.e., $x=\text{P}$), (b) Ge:As (i.e., $x=\text{As}$). For the epitaxial case, a hollow circle is used, and a filled circle for the precipitate case. Note that the energy scales are not all the same.
For the unstrained system, as for the Si:P system, the SiAs and SiAs$_2$ are stable, with Si$_3$As$_4$ lying 74 meV above the convex hull. For epitaxy on a Si substrate, only the SiAs$_2$ phase is stable. SiAs$_2$ remains stable as a precipitate in Si and is marginally stable as a precipitate in Ge. Interestingly for both epitaxial and volumetric strain, the Si$_3$As$_4$ is closer to the convex hull (62 and 66 meV respectively). These are close to the limit of metastability, so it is possible, though unlikely, that they could be present. For epitaxial and volumetric strain in Ge, the Si$_3$As$_4$ is 180 and 227 meV above the convex hull respectively and thus is predicted to be unstable.

Previous computational work on the GeP phase was not found, so the SiP structure was used as a prototype, and the lattice constants for GeP are comparable to the XRD data of Wadsten et al.\cite{82} The GeP$_2$ phase was constructed based on previous computational work which found the tetragonal phase to be the most stable structure.\cite{89} The bulk Ge:P system shows a stable GeP phase with a small formation energy and unstable GeP$_2$ and Ge$_3$P$_4$ phases. The Ge$_3$P$_4$ phase lies 48 meV above the convex hull and thus might be metastable. All of the strain conditions on a Si substrate stabilize the GeP phase relative to the stress-free condition. The epitaxial strain on Si increases the energy of the Ge$_3$P$_4$ to 63 meV above the convex hull, while the volumetric strain increases it further to 97 meV. The epitaxial strain from a Ge substrate increases the metastability of Ge$_3$P$_4$ to 119 meV, but this is reduced to 66 meV under volumetric strain.

Finally, in the absence of strain, GeAs and GeAs$_2$ are very weakly stable, Ge$_3$As$_4$ lies 48 meV above the convex hull. The energy of GeAs$_2$ is only weakly affected by the strain and remains stable for both epitaxial and precipitate conditions. For silicon epitaxy, GeAs lies just above the convex hull, while it is marginally stable as a precipitate in Si. Most interestingly, the effect of a Si substrate changes energies in such a way that the Ge$_3$As$_4$ lies 20 meV above the convex hull for both epitaxial and volumetric strain conditions. It is thus possible that metastable Ge$_3$As$_4$ could be present.
4.4 Thermodynamics of Pseudocubic III-V Semiconductors

This section focuses on the thermodynamic properties of the pseudocubic in the bulk cases. As these materials have not been successfully grown as bulk crystal, the thermodynamic results of this section are computational predictions. In the case of HD Si:As and Si:P films, these phases may only form dispersed complexes, but knowledge of the behavior of bulk material may be expanded for predictions of the behavior of the films. Though the lattice and electronic structures have been well studied computationally, Thermodynamic properties have been neglected in previous works, and this section fills in this gap with computational methods.

Before the epitaxial or bulk cases could be explored, it is necessary to establish a baseline: first, the structure must be calculated such that it matches with previous works. The mechanical properties of Table 4-1 were found to be in close agreement with most previous works.

<table>
<thead>
<tr>
<th>Material</th>
<th>Lattice Constant (Å)</th>
<th>Bulk Modulus (GPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si₃P₄</td>
<td>5.01 5.091[77] 5.027[90]</td>
<td>69.63 69.60[90]</td>
</tr>
<tr>
<td>Si₃As₄</td>
<td>5.37 5.38[77] 5.36[90] 5.37[91]</td>
<td>57.62 59.7[77]</td>
</tr>
<tr>
<td>Ge₃P₄</td>
<td>5.236 5.264[77]</td>
<td>72.56 54.5[77]</td>
</tr>
<tr>
<td>Ge₃As₄</td>
<td>5.531 5.523[77] 5.327[90] 5.499[91] 5.116[92]</td>
<td>60.34 46.3[77] 58.77[90] 59.58[91]</td>
</tr>
</tbody>
</table>

Table 4-1. The relaxed lattice constants for the semiconductor pseudocubic study.

The bulk modulus was calculated by fitting the Murnaghan equation of state equation to the data, which relates the internal energy of the lattice with physical parameters such as bulk modulus.[93] The bulk modulus fit is an essential first step for showing the fidelity of this work. Figure 4-4 was generated by expanding and contracting the volume of the pseudocubic unit cell up to 1%. The parabolic shape of the data shows a well-converged setup for the calculations.

The phonon bandstructure provides support for the dynamical stability of the phase. A crystal is stable if the potential energy increases with atomic displacements. A negative eigenvalue represents an instability of the crystal structure, so a simulated displacement does not have an associated restoring force on the atom. A negative eigenvalue may also indicate a phase change, so phonon stability was checked at each volume change for QHA.
Figure 4-4. The Murnaghan state variable fit to total energy data shows convergence for system.

calculations. Like defect calculations, the supercell used for thermodynamical calculations must be converged. The convergence of the supercell was based on the Debye temperature for pure Silicon and Germanium, so the phase is considered to converge when a supercell increase shows little change of the Debye temperature; The supercell used for bulk calculations was 2x2x2. The high symmetry points chosen were for an FCC lattice.[94]

The dissimilar masses, 74.92 u for arsenic and 30.96 for phosphorus, have a wide gap between the acoustic and optical modes. The similar masses do not show this splitting, so the phonon bandstructure calculations at equilibrium were performed with the non-analytical correction (NAC). Except for the silicon arsenide, a splitting of the transversal and longitudinal optical modes occur at the gamma symmetry point.
Figure 4-5. Phonon bandstructure and density of states for Si$_3$P$_4$ (a) and Si$_3$As$_4$ (b).
Figure 4-6. Phonon bandstructure and density of states for Ge$_3$P$_4$ (a) and Ge$_3$As$_4$ (b).
From the phonon DOS calculations, the lower phonon frequencies are fit to the Debye model up to \( 1/4 \) the maximum phonon frequency. The fitted function is parabolic, \( D(\gamma) = a\gamma^2 \), when \( a = \frac{6\pi^2 N^3}{V} \) is the fitted variable representing Debye frequency. The Debye temperature is the temperature of a crystals' highest order mode. It’s a routinely measured quantity for experimentalists due to its direct relationship with properties such as specific heat, and lattice enthalpy.\[43\] The calculation of Debye temperature for the pseudocubic structure is relevant for Debye-Waller factors. These calculations are essential for introducing phonon scattering of electrons for EXELFS simulation.\[95\]

Figure 4-7 shows the calculation of Debye temperature with the corresponding cohesive energy of the crystal. Debye temperature is a rough measure of bond strength of a material, so the cohesive energy of the crystal was calculated for self-consistency. The cohesive energy calculated is accurate for low temperatures near 0 K. Therefore, Eq. 4-1 represents the energy necessary to separate a crystal into basic atomic parts. It’s the total energy of the lattice structure divided by the total number of atoms. Each atomic component, represented as i, is isolated in a vacuum. DFT is used to calculate the total energy of the isolated atom with the spin-polarized correction by Vosko, Wilk and Nusair scheme.\[39\]

\[
E_{coh}^{\text{tot}} = E_{\text{tot}} - \sum E_i(r \rightarrow \infty) \quad (4-1)
\]

The Germanium and Silicon crystal calculations was compared with experimental data, so the fidelity of the work is supported.\[43\] With consideration of the pseudocubic phases, a pattern of reducing cohesive energy with Debye temperature is observed. The larger atoms increase the stress on the FCC lattice bonds, which corresponds with decreasing cohesive energy and Debye temperature.

From Fig. 4-7, The bonding between the Ge-P atoms is stronger than the Ge-As, but the enthalpy of formation of these phases shows Ge\(_2\)P\(_4\) to be unstable above the 0 eV line. The reason is associated with the elastic stress energy for the formation from reference phases.
The enthalpy of formation can be broken into two terms, \( \Delta H = \Delta E_{\text{chem}} + \Delta E_{\text{microstructure}} \), the first term being the internal bonding energy of the lattice while the second term represent energy from the change of angle and distance of bonds from the pure phase components. The enthalpy from the bonding does not overcome the microstructural stress of the phase. The weaker bonds for the pseudocubic show a thermal expansion similar to a metal. This behavior is not a surprise due to its low Debye temperature. The thermal conductivity was calculated using QHA, and it provides a self-consistency check. The Debye temperature provides a point when specific heat converges to the Dulong-Petite limit.
4.5 Discussion

Overall, $A_3B_4$ ($A=$Si, Ge; $B=$ P, As) stoichiometries are not predicted to be thermodynamically stable either in bulk or under epitaxial or volumetric strain in either Ge or Si. However, the metastability, as measured by the distance above the convex hull, is small enough in some cases that their manifestation under some processing conditions cannot be ruled out.

This work shows that an extended ordered phase of $Si_3P_4$ is not thermodynamically favored. The stability decreases with epitaxial and volumetric strain, such that the ordered pseudocubic phase has a thermodynamic driving force for decomposition. No precipitates
or extended defects are observed with microscopy techniques; Therefore, the experimentally observed strain does not appear to be associated with lattice mixing between submicroscopic Si$_3$P$_4$ and silicon, but rather the formation of a concentration of randomly dispersed Si$_3$P$_4$ complexes. This scenario is likely to play out in the Si:As, Ge:P and Ge:As systems also. Consistent with this conclusion EXAFS experiments have concluded the existence of As$_4$V defects in Si:As at temperatures below 750°C.[96] Positron annihilation spectroscopy has also concluded the existence of vacancy centered arsenic defects post-growth.[97]

HD Ge:As films have not yet been grown. However, Milazzo et al. ion implanted Ge wafers with arsenic above the solubility limit; these wafers were then laser annealed to achieve a similar highly doped Ge:As film on a Ge wafer.[98, 99] Their RC HRXRD work found an epitaxial compressive strain layer. Based on our lattice calculations, a tensile strain is expected for a Ge substrate, and the pseudocubic Ge$_3$As$_4$ enthalpy of formation is above 0 eV for all cases. We therefore conclude that a defect complex other than Ge$_3$As$_4$ must be causing the compressive strain of the film.[98, 99] Highly doped Ge:P film has not been grown on Si or Ge. However, this work does not predict a pseudocubic phase will form.

The silicide is vulnerable to stress in post-annealing steps. These pseudocubic phases provide a high strain for the industry but shows a high thermal expansion behavior. This work predicts a potential processing challenge for the implementation of these films. Contact between these films and a silicide induces cracking of the silicide in the post process. These defects generate an increase of contact resistance beyond tolerance. The predicted material behavior of these films poses a challenge for the semiconductor industry. A mechanical stability problem does introduce process challenges to devices, so these films are grown with the thermal expansion behavior in mind. For example, silicides reduced contact resistance, but silicides are vulnerable to stress in post-annealing steps with thermal expansion mismatch.[100] These pseudocubic phases exhibit metallic like thermal expansion, so this works predicts a potential processing challenge for the implementation of these films. Based on these
calculations, contact between these films and a silicide will generate defects at the silicide interface. These mechanical stresses alter the electrical characteristics of a silicide.[101]

4.6 Chapter Summary

In conclusion, DFT calculations have shown that submicroscopic pseudocubic phases of Si:P, Si:As, Ge:P and Ge:As are not thermodynamically stable as epitaxial films on or as precipitates in Si or Ge. It is possible, though unlikely, that the ordered pseudocubic phase of Si₃P₄ could be metastable under Si epitaxial conditions. It is also predicted that the submicroscopic pseudocubic Ge₃As₄ and Ge₃P₄ phases are not energetically favorable in the bulk unstrained case. If these films were experimentally grown under strained conditions, an ordered submicroscopic pseudocubic phase is also not predicted to form. For the first time, the GeP phase was found to be stable, and the lattice constants within agreement of XRD experiments. However, the GeP₂ tetragonal phase was not found to be stable in the bulk calculations, and the Ge:P system was not found to have any stable phases for epitaxial systems.
CHAPTER 5
STEM MODE EELS OF HIGHLY DOPED SI:P FILMS

5.1 Background

Chapter 4 showed the pseudocubic phases Si₃As₄, Si₃P₄, Ge₃P₄, and Ge₃As₄ are unstable as submicroscopic nanophases. Therefore, subsequent studies need to study the films from a defect clustering perspective. There are three primary types of clusters: interstitial, vacancy, and substitutional clusters as well as the definition of a Si₃P₄ nanophase (see Fig. 5-1). Recent computational and experimental studies have investigated the existence of these clusters in highly doped (HD) Si:P films and to some extent in HD Si:As films.[18, 78, 79, 97] Simulation supports the formation of P₄V as the stable cluster.[19, 20] Although simulation does not support the epitaxial Si₃P₄ nanophase (i.e., the clustering of P₄V clusters), an experimental determination would still be valuable. As defined in chapter 4, the submicroscopic nanophase is below the resolution limit of a TEM. Figure 5-2 shows an artistic representation of the P₄V defect in a Si supercell, and a subsequent illustration of the Si₃P₄ submicroscopic nanophase, which is a clustering of P₄V defects. This chapter will focus on a single experimental approach that attempts to detect a submicroscopic nanophase or a defect cluster in HD Si:P films.

The substitution or vacancy cluster defects (of P and As on a Si lattice site) are present as the nearest neighbor to Si or a vacancy at the center of the sublattice. The substitution defect clusters are deactivated due to the proximity of the dopants, so the dopants comprising the cluster do not contribute electrons. The vacancy defect clusters look similar to the substitution clusters, but the dopant atoms cluster around a vacancy site (V₅₁), and these defects are also not electrically activated.

As mentioned in chapter 4, high through put DFT calculations have ascertained the binding and formation energies of an assortment of pure and mixed P and As clusters.[78, 79] The calculations of Sahli et al. reference with isolated defects of vacancy or dopants within a Si supercell. The idea of these reference energies was to compare the point defects of P, As, vacancies, and interstitial preference for being isolated or clustered. This reference is different
Figure 5-1. A 2D illustration of the interstitial, vacancy, and substitutional defect clusters and nanophase of Si$_3$P$_4$. Pink circles represent the dopant clustering around a Si atom (blue) or a vacancy. The substitution defect clusters are within the nearest neighbor distance of a Si atom, and these substitutions are considered too close to its same atom to contribute an electron (not activated). The interstitial Si atoms sit on the split-$<110>$ position. The nanophase Si$_3$P$_4$ is a clustering of P$_4$V defect clusters.
from the mainstream methods, which references the pure phases of the defect components, in this case, pure Si, P, and As phases. Sahli et al. performed these calculations for all three cluster sites. However, high through put methods trade accuracy for speed. This work applies the same method but with a focus on accuracy. A Si supercell of 3x3x3 with cluster defects relevant to HD Si:P and Si:As films (e.g., As\textsubscript{4}V and P\textsubscript{4}V) was calculated to check the trend of Sahli et al.[78] Figure 5-3 was found show a deviation from the high through-put work, but the trend for the clustered defects did not change. Both works show the vacancy centered defects favorably increasing with dopant clustering, while Si centered substitution defects decrease with
dopant clustering. The formation energy suggests a spontaneous formation of the \( \text{As}_3 \text{V} \), \( \text{As}_4 \text{V} \), and \( \text{P}_4 \text{V} \) cluster defects.

![Cluster without Vacancy](image1)

![Cluster with Vacancy](image2)

Figure 5-3. Plot of the formation of energy as a function of the number of dopant atoms in the cluster. The plot shows a trend for the formation energy of the substitution cluster defect and the vacancy center. The dopant clustering around a Si atom increases the formation energy while dopants around the vacancy decrease it.

A recent study by Weinrich et al. examined the properties of these HD Si:P films.\[18\] The films studied were low doped (LD) Si:P with of \( 5.0 \times 10^{20} \text{ cm}^{-3} \) to high doped (HD) Si:P films with concentrations of \( 4.4 \times 10^{21} \text{ cm}^{-3} \). The films were highly activated by millisecond laser anneal at 1200°C; the subsequent thermal deactivation behavior was studied. A range of subsequent anneal times, up to 30 min, at temperatures between 700°C and 900°C by rapid thermal anneal (RTA) were performed with no significant diffusion, as confirmed by secondary
ion mass spectroscopy (SIMS). Due to the lack of diffusion, changes in sheet resistance cannot be attributed to a loss of phosphorous in the films. The study found that the LD Si:P films maintain electrical activity under significantly longer anneal times and higher temperatures compared to HD Si:P. The activation energy barrier for the deactivation was found for HD Si:P to be half that LD Si:P. Additionally, it was found that activation of HD Si:P films was found to recover with a subsequent ms laser anneal after the deactivation anneals.

Microstructural analysis using TEM found no extended defects or precipitates for RTA up to 2 min, and strain analysis from rocking curve high-resolution x-ray diffraction (RC-HRXRD) did not show a release of strain with deactivation. Therefore, the transition of dopant atoms between substitutional lattice sites and interstitial sites does not appear to participate in the observed activation and deactivation process. A following experiment in the same work utilized a marker layer as an indicator of point defect flux. A time series of RTA at a temperature of 700°C was performed at HD Si:P concentrations of $2.9 \times 10^{21}$ cm$^{-3}$. The diffusion of the marker layer was found to be much greater than the control sample. This interstitial flux suggests the HD Si:P films release a significant number of interstitials during deactivation. Therefore, The HD Si:P layers may be simultaneously grown with a high concentration of interstitials and vacancy clusters.

Based on the assumption that P$_4$V is present in the films and having verified the absence of precipitation, two mechanisms for the deactivation have been proposed. The first proposed mechanism by Rossel and Dhalyan et al.[19, 102] involves the breakup and reforming of vacancy clusters. The P$_4$V cluster partially or fully disassociates during laser annealing releasing free P atoms for activation and release of a vacancy. The observed deactivation process is due to the phosphorous re-clustering around the vacancy. At high laser temperatures, a free Si interstitial annihilates the vacancy center, and a second self interstitial enables the disassociation of substitutional P$_4$ cluster defects. The second mechanism considers the existence of Phosphorus interstitial clusters (PICs).[18] From the marker layer experiments[18] and previously reported work of Keys et al.,[103, 104] it was
suggested that PICs grow simultaneously with P\textsubscript{4}V clusters in the HD Si:P films. PICs dissolve allowing the P to become an electrically active on substitutional sites, and a self-interstitial (Si\textsubscript{i}) defect is the result of the activation. The reverse occurs during the deactivation anneals. Both of the discussed mechanisms require a high concentration of PICs or Si\textsubscript{i}, and the effect of high interstitial concentrations on strain is unknown. Also, the role of the P\textsubscript{4}V cluster on strain is still unknown. DFT calculations have suggested the strain could be due to the Si-P bond lengths, which means the P\textsubscript{4}V defect does not introduce significant strain but instead is simply the means of accommodating P at concentrations above the solubility limit with no precipitation.

The previously mentioned works do not support or disprove the presence of other defect clusters being present (e.g., PV, P\textsubscript{2}V, and P\textsubscript{3}V) which based on DFT could be stable.[78, 79] Therefore, a spectroscopy method sensitive to the local bonding structure, such as electron energy loss spectroscopy (EELS), is desirable for determining if these clusters or a dispersed Si\textsubscript{3}P\textsubscript{4} nanophase exist. A probe corrected scanning transmission electron microscope (STEM) enables atomic-level resolution of material for micrographs and EELS maps.[105] Moreover, the EELS spectra produced are sensitive to the local bond structure of an atomic species at these resolutions. The spectra due to the local structure can be simulated and compared with experiment for local bonding determination.[106]

Weinrich et al. attempted EELS to determine the local bond structure types in the HD Si:P film.[23] In an attempt to maximized the P\textsubscript{4}V signal, the highest P concentration of 4.4 x 10\textsuperscript{21} cm\textsuperscript{-3} was prepared for spectra collection prior to any post-growth annealing. The analysis was conducted on a JEOL JEM ARM200CF aberration-corrected TEM at an accelerating voltage of 200 kV. The EELS instrument was operated in TEM mode since the film is known to be uniform. Also, STEM instruments may suffer from stage drift, which can cause a shift of detection statistics in the spectra.[107] The energy loss range chosen was for the phosphorus L\textsubscript{1,2,3}-edge. Figure 2 shows the collected spectra of the HD Si:P layer. A sharp initial peak from L\textsubscript{2,3} excitation at 99 eV is indicative of the Si atoms present in the film followed by
the delayed peaks of Si L\textsubscript{2,3} peak, and the Si L\textsubscript{1}-edge is weakly visible at 132 eV. The peak at 127 eV is the P L\textsubscript{2,3}-edge, and the P L\textsubscript{1}-edge is not visible in the spectrum. As described in textbooks,[66] the low energy loss region is the energy loss near edge structure (ELNES) spectra, which fingerprints the presence of atomic species. The spectrum beyond 160 eV is the extended energy loss fine structure (EXELFS) region, which is sensitive to the local bonding structure. This region is observed as oscillations, and the expected oscillation the EXELFS spectrum is not present in the plot (only a smooth decay). Weinrich et al. concluded that EELS could not resolve the clustering of the vacancy complexes. At the time of the experiment, the instrument was not equipped with an electron monochromator, so the energy resolution of the instrument was >350 meV. The conclusions of the work stated that the local bonding structure might be achieved with better energy resolution. A better energy resolution (less than 1 meV) would allow the EXELFS spectrum to be compared with simulation.

The EELS results from Weinrich et al.[23] (see fig. 5-4) were transposed with FEFF9 ELNES simulation. The two computational spectrums are based on an early work for a pure Si\textsubscript{3}P\textsubscript{4} phase and a single dopant P atom in a Si supercell. The isolated P atom calculation is based on the electron being scatted by the P atom, while Si\textsubscript{3}P\textsubscript{4} is produced with electrons being scattered by Si. The choice of scattering atom allows both species to be summed; each spectrum is the sum of the L\textsubscript{1,2,3}-edge excitations. The blue plot in the graph represents the calculated spectrum of a pure Si\textsubscript{3}P\textsubscript{4} phase, and the yellow plot represents the spectrum of a single P atom substitution in a Si 3x3x3 supercell, and the supercell volume and ions were relaxed simultaneously. As reported by Sahli et al.,[78, 79] this calculation setup is equivalent to P doping concentrations of HD Si:P (1 x 10\textsuperscript{21} cm\textsuperscript{-3}). The experimental and theoretical spectra are normalized for comparison. The ELNES features in the experimental EELS are displayed with a corresponding colored arrow and letter. A (blue arrow) is the delayed peak of the Si atom, and B (red arrow) is the delayed peak of the P atom. C (green arrow) is the L\textsubscript{1}-edge of the silicon atom; D (yellow arrow) is an arbitrary trough feature; E (purple arrow) is a peak feature which may correspond to a delayed P L\textsubscript{1}-edge. The corresponding colored
arrows on the FEFF9 simulations attempt to point out similar features between experimental and theoretical ELNES. From visual inspection, the A and B peaks correspond with the delayed peak of the experiment; the B peak suggests the Si$_3$P$_4$ introduces additional scattering in the experiment. However, FEFF9 suggests a different location for the delayed peaks A and B. As discussed in chapter 2, FEFF9 simulation of covalently bonded systems is poor, and the software is designed for closed pack metals. The D and E peaks support the presence of a Si$_3$P$_4$ phase in the HD Si:P film, and the C peak is related to the Si atom chosen as the electron scatterer in the Si$_3$P$_4$ phase, so it only indicates the presence of silicon’s L$_1$ edge. Therefore, every ELNES feature from the experiment corresponds with a peak from FEFF9.

![Image](image_url)

**Figure 5-4.** The Weinrich et al. EELS experiments on a JOEL aberration-corrected TEM compared to early FEFF9. The FEFF9 calculations are a pure Si$_3$P$_4$ phase, and a single P atom (substitution site) in a 3x3x3 Si supercell.
Though fig. 5-4 is promising, the energy shifts between the delayed maximum of the experimental and theoretical data are problematic, and it does not provide EXELFS details necessary for determining the local structure. However, the correspondence between peaks was enough to justify an experiment with a more advanced EELS system. A STEM with ultra-low stage drift and a 1 meV energy resolution monochromator might produce the necessary EXELFS spectra to determine if the P$_4$V complex exists.

Low doped (i.e., below the solubility limit) films of Si:As exhibit the same cluster types. These defect clusters have been observed by extended x-ray absorption fine structure spectroscopy (EXAFS). EXAFS is a photon equivalent to EXELFS, which suggests if x-ray absorption spectroscopy (XAS) is a usable technique, then EELS should provide a similar result. Moreover, the EELS simulation of FEFF9 is also built from the theory and code of EXAFS. A brief discussion of EXAFS results of low doped Si:As films will serve as background for the EELS experiments on HD Si:P films.

Allain et al. performed experiments on As doped samples ranging in concentration from $3 \times 10^{16} - 5 \times 10^{16}$ cm$^{-2}$. The samples were laser annealed for a fully activated layer, with another subsequent anneal to induce deactivation clusters. A deactivation model was developed to compare with an EXAFS spectrum, and a vacancy centered defect complex of As$_m$V was determined from model fitting. Temperatures below 550$^\circ$C resulted in As complexes of up to 7±4 atoms. With increasing annealing temperatures, the mean number of As atoms around a vacancy increased, but the large error margin prevented a conclusion of an increasing number of clustered As atoms. Allain et al. surmised that the As$_m$V complexes acted as embryos for precipitation at lower temperatures. A more recent study by Giubertoni et al. utilized the FEFF8.4 package with structural parameters obtained from DFT. Samples were ion-implanted, ranging from $3 \times 10^{14} - 3 \times 10^{15}$ cm$^{-2}$. The complexes detected were AsV, As$_2$V, As$_3$V, and As$_4$V, and SiAs precipitates for the highest implanted samples. With increasing arsenic concentration, the fraction of AsV, As$_2$V, and As$_4$V complexes increased. The As$_3$V complex was found to be at its highest concentration at $1 \times 10^{15}$ cm$^{-2}$. The success of these experiments for determining
the presence of complexes and precipitates suggests similar studies might work for the HD Si:P films.

The EXAFS experiments require a limited-access synchrotron facility. EELS is a more readily available technique as an attachment to a TEM instrument. However, EELS requires sample preparation with adequate thinning to reduce plasmon scattering. Also, the EXAFS experiments of Allain and Giubertoni et al. allowed for the K-edge spectrum to be measured. In EELS, the K-edge electron counts are too low for analysis, so the L_{1,2,3}-edges are collected from the sample instead, which increases the complexity of post-analysis.

The following experiment attempts to determine if the matched ELNES peaks in fig. 5-4 are real. If real, a gradual decrease of the matched experimental signal peaks from fig. 5-4 is expected to decrease with increased anneal times. The peaks should reduce corresponding to a reduction of nanophase scattering, and thus a reduction of electron counts. Secondly, the experiment attempts to resolve the EXELFS spectrum. If the EXELFS spectrum is compared with simulation, the spectrum will complement the ELNES. The two spectra comparison will help determine if the excess phosphorus exists in a dispersed nanophase composed of many clusters or isolated defect clusters.

5.2 Experimental Methods

HD Si:P films were grown with an epitaxial thickness of 80 nm on p-type 300 mm (001) Si wafers. The Applied Materials Centura reduced pressure chemical vapor deposition (RP-CVD) grew films at a high phosphorous concentration of 3.1e^{21} cm^{-3}. This concentration is chosen based on the extended defects observed for 4.4e^{21} cm^{-3} concentration samples with post anneals. All samples were rapid thermal annealed (RTA) at 900°C, with times ranging from 30 s to 120 s. Based on work from Weinrich et al. with laser surface annealing, an RTA temperature of 900°C was expected to dissolve the defect or phase, thus reducing strain. Rocking curve high-resolution x-ray diffraction (HRRC-XRD) was performed on annealed samples to measure changes in strain, which would signify if the complexes dissolved. Then, secondary ion mass spectrometry (SIMS) was performed on samples to corroborate with the
RC-XRD data. Evans Analytical performed SIMS using a Cs\(^+\) source, and RC-HRXRD was performed with a JVX7300LSI.

The samples for EELS were prepared using an FEI Helios Nanolab dual beam SEM/FIB. The samples for STEM-based EELS are prepared in cross-section and were thinned to less than 15 nm for removing plasmon multi-scattering noise.[66] Figure 5-5 illustrates the thinning technique as described by Schaffer et al.[65] Samples were thinned in steps with the thickest part attached to the post; this step thinning method ensures the high strain of the film does not destroy the sample during the thinning process.

![Figure 5-5. A simple illustration of the step thinning for making STEM cross-section samples. As the Si:P film is at a high-stress state, this method reduces the strain of the sample so that it may be thinned to 15 nm.](image)

The STEM Nion U100 at Oakridge National Laboratory was used for the measurement of EELS. This tool was chosen for its superior energy resolution of 1 meV and low stage drifts during EELS map collection. Before loading, the samples were exposed to a 12-hour low-temperature bake to remove organics.

The University of Washington’s FEFF9 package used for EELS simulation does not relax lattice structures. Therefore, relaxation was done by the density functional theory as implemented in the VASP software package. The Si\(_3\)P\(_4\) pseudocubic was treated as a pure phase for the EELS simulations, and an isolate P atom inside a Si supercell was internally relaxed simultaneously with full volume relaxation. The Si\(_3\)P\(_4\) phase’s internal structure was also simultaneously relaxed with volume, but only in one direction to accurately represent epitaxial conditions. The energy cutoff has been converged to 340 eV with a 3x3x3 Monkhorst pack.

The FEFF9 EELS simulation package does not provide phonon contributions to EXELFS. Based on the phonon work described in chapter 4, phonon simulations are introduced for
EXELFS simulation using the correlated Debye-Waller factors. The Debye-Waller factors are essential for accurate oscillations in the EXELFS calculations. The Cornell spectrum analyzer package[110] was used for the extraction of the spectrum from the EELS maps and background subtraction. The Nion U100 collects high angle annular dark-field (HAADF) STEM in parallel with EELS. Figure 5-6 illustrates this process of parallel data collection from the Cornell spectrum analyzer package. Every image generated from the HAADF STEM data has a corresponding STEM-mode EELS map. The orange box in the EELS map picture represents an EELS spectrum requested from the software. A smaller collection square corresponds with a better resolution at the cost of lowering the signal-to-noise ratio. The background-subtracted spectrum was filtered using a Gaussian average scheme, so the random noise from the experiment could be removed.

5.3 Experimental Results

An RC-HRXRD coupled scan conducted on the (004) brag peak was performed to show the strain stability after post-annealing treatments. A series of $3.1 \times 10^{21}$ cm$^{-3}$ samples were
ms laser annealed prior to RTA anneal at increasing 30 s differences in time. The RC-HRXRD coupled scan sets the (004) peak to zero, so peaks at larger angles indicate strain (tensile or compressive strain). The control shows a strong peak at a high angle, which indicates a tensile strain present (see fig. 5-7). The subsequent samples exposed to longer heating times show a peak shift to lower Omega-2θ values, closer to the (004) peak, indicating a reduction of the film strain. Based on these results, it can be suggested that the defect causing strain is dissolving. The 90 s and 120 s anneal do not show a difference in strain shift.

Figure 5-7. RC-HRXRD data on 3.1x10^{21} \text{ cm}^{-3} doped film for the EELS experiment. All samples were annealed at 900°C using a rapid thermal anneal tool. A strain reduction is observed between 30 s to 120 s.

The exponential decay relationships is compared with strain over time (see fig. 5-8). A highly activated HD Si:P layer has an active carrier concentration of 1x10^{21} \text{ cm}^{-3} that decays to a stable concentration of 2.5x10^{20} \text{ cm}^{-3}. The decay rate is calculated from an Arrhenius relationship with an energy barrier of 1.3 eV and a preexponential factor of 1.07x10^{6} s^{-1}. A
decay rate of $2.71 \text{ s}^{-1}$ is calculated for HD Si:P at 900°C. The values for the model are taken from the work of Weinrich et al.\cite{18} The exponential decay model in fig. 5-8 (b) shows the P atoms are deactivated to the stable carrier concentration within 2 s time. When this decay model is compared to the strain in fig. 5-8 (a), the strain data continues to relax linearly up to 90 s then the strain stays stable for 120 s. Therefore, the deactivation of P into PICs does not contribute to the strain relaxation observed over 120 s.

SIMS data provides a qualifying technique for the P concentration in the films. The SIMS results of (in fig. 5-9) show approximately a $3.1 \times 10^{21} \text{ cm}^{-3}$ P concentration in the film. SIMS also detects additional atom species in the film (e.g., O, Cl, N, and C), a result from the growth process of the films. The high concentration of Cl atoms is due to the HCl etchant used in the co-flow process. However, at the observed concentrations, their presence is benign. The oxygen peak at the surface sample indicates an oxide film growth, and it is corroborated with a peak of P atoms, which indicates piling up due to oxide growth.\cite{111} For the 120 s anneal, no significant diffusion takes place during the anneal with the 80 nm thickness of the film visible (in fig. 5-9). Therefore, the reduction of the observed strain in fig. 7 is not correlated with a reduction of P concentration in the film. A reduction of EELS peaks would be related to dissolution of a cluster defect complex or submicroscopic $\text{Si}_3\text{P}_4$ nanophase.

Fig. 5-10 shows the micrograph images for $3.1 \times 10^{21} \text{ cm}^{-3}$ samples annealed at 900°C for 120 s. The images show a lack of P precipitation and extrinsic defects, indicating and changes during annealing are occurring on the sub microscopic scale. The TEM micrographs for shorter times also did not show signs of defects. The absence of defects at lower temperatures is expected, so the micrographs are not presented for brevity.

Figure 5-11 shows the simulated spectrum for the pseudocubic $\text{Si}_3\text{P}_4$, and the excitation for each band is close to the experimental values for Si and P. The simulated spectra were generated with more sophistication than simulations in Fig. 4. First, the spectra generated considers the phonon scattering with Debye-Waller factors. Lastly, the self-consistent loop of FEFF9 generates errors in the Fermi level (partly due to the muffin tin potential mentioned
Figure 5-8. The calculated strain from RC-HRXRD (a) shows a linear drop with annealing time until 90 s. The strain drop is directly compared to the calculated deactivation (b) of the film. The P is fully deactivated within 2 seconds of the anneal based on the model. Therefore, the strain drop over 120 s is not related to P atoms forming PICs.
Figure 5-9. The SIMS data for the 120 s RTA annealing time at 900°C (orange). No significant diffusion of P is observed for the 3.1x10^{21} cm^{-3} doped films.

in chapter 2), so the Fermi level is shifted to the middle of the semiconductor bandgap. The agreement with the initial excitation demonstrates fidelity to the calculated results. After the initial excitation, the peaks developed are related to the scattering due to the core-hole state and lifetime specific to the material studied, so it provides a fingerprint for the material. The spreading of the peaks in the simulation is related to the built-in error of the FEFF9 package, which assumes error from the STEM instrument based on the aperture and collection angles. However, FEFF9 does not include spreading from the plasmon resonance of the material, so the spreading of the experimental results’ peaks is significantly wider. Figure 5-11 (c) shows
Figure 5-10. TEM micrographs of a $3.1 \times 10^{21}$ cm$^{-3}$ concentration sample (HDSiP layer is 80nm thick) heated with an RTA at 900°C for 120 s. The micrograph shows no precipitation or extrinsic defects present after annealing.

every calculated spectrum of Si and P superimposed. In this figure, the spectrum overlap is clearly visible.

Figure 5-12 shows a comparison between the spectrum for a single P doped Si cell and a pseudocubic phase. The scattering target is the P atom. The L$_3$-edge is chosen for comparison since it is the strongest signal in the EELS spectrum. The difference between the two spectra is subtle for both the ELNES and EXELFS regions. The p doped Si cell shows a single ELNES peak while the pseudocubic shows a slight splitting. In the EXELFS region, The p doped Si cell shows an oscillatory behavior while the pseudocubic shows a smooth decay. The subtle
Figure 5-11. EXELFS simulation from the FEFF9 package for Si (a) and P (b) core-hole excitation. The spectrums are separated into $L_{1,2,3}$ core electron excitations. The simulation includes energy error spreading from the instrument, and the experimental values for the excitation edges denoted as a dotted vertical line. A superimpose figure (c) shows the overlap of the Si and P scattering.[112]

The difference between the two spectra justifies the need for a high energy resolution EELS system. However, These signals will be overwhelmed with the overlapping signal for Pure Si.

The EELS spectrum from experimental data is illustrated in Fig. 5-13 and 5-14; the aperture and collection angles were set to the same simulation parameters for peak broadening. In Fig. 5-14, A difference of counts is noticeable from the two spectrums but only related to the difference of the lamella thickness during sample preparation. The film spectrum shows more oscillatory noise due to the small cross-section of the EELS map selected. Larger collection areas are not used due to the stronger Si signal than P, and this spectrum eventually
Figure 5-12. The FEFF9 calculation of the P L$_3$-edge. The calculated scattering of a single P doped Si cell and pseudocubic P is compared. The L$_3$-edge is the strongest signal observed in experiment so it was chosen for the comparison.

converges to Si-like, with greater collection areas. Both spectrums begin at the Si L$_{2,3}$ excitation bands. For the Si control, the next excitation peak is expected for the spectrum with a L$_1$ peak visible at 127 eV. The spectrum of the film shows stark differences at the delayed peak (i.e., ELNES region). The film shows a splitting of the peak, which is related to fig. 5-11 (c); the peak is narrow compared to the Weinrich et al. experiment due to improved energy resolution. Figure 5-14 shows a direct comparison of the two experiments with this work showing resolvable peaks. The two spectra show a different decay of the tails. The difference
may be the different choices in aperture and collection angles between the instruments. Based on FEFF9 in fig. 9 (c), this peak splitting is indicative of the presence of P scattering.

The rough features for the film spectrum (above 150 eV) are related to the small collection area. As mentioned earlier, a small collection area was scanned across the EELS map until the peak splitting was visible. Unfortunately, this causes a reduction of signal-to-noise ratio, which causes the noise in the EXELFS region. The spectrum includes noise filtering, and additional filtering to remove the noise would degrade the EXELFS.

Figure 5-13. The experimental EELS spectrum of this work compared with Weinrich et al. This work shows finer peaks and features in the delay peak region. A noticeable difference is the difference of decay rates between the two spectrums. An explanation, The two experiments used different aperture and collection angles.
Figure 5-14. Experimental EELS spectrum comparison between the HD Si:P film and pure silicon. The Si spectrum is taken from the substrate.

5.4 Discussion

RTA shows that the strain is stable at high annealing temperatures up to 120 s at 900°C. The SIMS data shows the P atoms are not diffusing out of the layer during the annealing treatment. While the phosphorus concentration inside the layer is not changing, the high strain is still present based on RC-HRXRD. The data does show some reduction in strain, but it is not caused by P atoms diffusing out of the layer based on SIMS data. TEM micrographs show no visible defects, so the P atoms are still present in the film without visible defects or precipitates in the micrograph due to the dissolution of the strain. Therefore, the reduction of strain is related to the dissolution of cluster defects of PV, P₂V, P₃V or P₄V. Possibly, the
phosphorous atoms causing the strain reform into other non-electrically active defect cluster types. However, the data provided no evidence for what defects clusters are dissolving or the form the P atoms take after the dissolution.

To summarize, EELS spectra are broken into two regions: the first is the ELNES region, which fingerprints phases and atoms in the material. Second, EXELFS is the higher energy loss region sensitive to the local bonding structures. If a dispersed nanophase is present, a corresponding ELNES spectrum would be observed, and this signal would reduce with decreasing strain. If the vacancy defect clusters existed, a corresponding EXELFS signal would be present, and it could be corroborated with simulation. However, the EELS experiment did not provide data that could be used for either conclusion.

The EELS map was continuously scanned with the Cornell spectrum analyzer, and the film was found to have a splitting while the substrate lacked a splitting. A comparison of the experimental data and FEFF9 simulations show a peak splitting within the ELNES spectrum. This peak splitting was found to be related to Si-P bonding, showing the existence of a highly doped P film, but it did not provide evidence of a Si$_3$P$_4$ nanophase. The EXELFS spectrum which indicates more fine detail on local structure could not be resolved. Due to the Z number of Si a P being only one apart, the ELNES and EXELFS partly mix with the added complexity of L-edge mixing from two atomic species. Therefore, the deconvolution of the spectra is infeasible due to the strong excitation overlap.

5.5 Chapter Summary

For the experiment, EELS was performed on HD Si:P film. The EELS data showed a presence of P atoms, but the local clustering of the atoms could not be determined. The Z number of Si and P are too close, causing spectra to overlap, so the EXELFS spectrum could not be compared with theoretical simulations. While the conclusion is that EELS is not feasible for the application of HD Si:P films, the technique may be feasible for HD Si:As films due to the greater Z number difference between Si and As atoms. EXAFS has been successful in showing local cluster defect structures for LD Si:As films. The EXELFS from EELS can be
successful for understanding the origin of strain for HD Si:As structures. P and As atoms share similar chemical behaviors being on the same column in the periodic table. If these experiments could be performed, the results could be analogous for the HD Si:P films.
6.1 Background

The continuing decrease in the feature size of microelectronic devices means that the contact resistance between the semiconductor and metal interconnects is becoming ever more important. An increase in contact resistance leads to a decrease in device performance. Methodologies have therefore been developed for reducing this contact resistance. One such method is the use of a silicide such as tungsten disilicide (WSi$_2$), titanium disilicide (TiSi$_2$), nickel disilicide (NiSi$_2$), or cobalt disilicide (CoSi$_2$). These silicides interface between the semiconductor (usually Si) and the contact metal as an additional layer. The silicide has a different work function from Si, so it reduces the Schottky barrier height between the metal and semiconductor, thus reducing contact resistance. Among the silicides, TiSi$_2$ is the ubiquitous low contact resistance silicide used for Complementary Metal Oxide Semiconductor (CMOS) devices because of its low thermal budget, and excellent oxidation resistance.[113, 114] Additionally, it has the added benefit of low defect concentration in the contact region with silicon. Two allotropes are of particular interest for TiSi$_2$: the low contact resistance C54 structure, and the high contact resistance C49 structure, with the C54 structure being the desired phase.[113–116] The C49 phase forms at lower temperatures and transforms into C54 at temperatures above 700 °C;[115, 116] this transformation has been the focus of much analysis. The C49 allotrope is observed at a lower temperature as the precursor phase, but is considered to be a metastable precursor phase to C54. Two different origins for this phase sequence have been proposed. In the first, the interfacial energies for TiSi$_2$/amorphous-TiSi and TiSi$_2$/Si interface are lower for the C49 structure than for the C54 structure. As a result, the C49 structure forms first.[117, 118] The second, argument is made based on the the majority atom experiencing twice the vacancy diffusion of the minority atom. In the case of the silicide, the Si atoms have greater mobility, and Si is known to be the dominant diffuser in
However, the mechanism by which this greater Si mobility causes C49 to be formed first, remains to be clarified.\[115, 120, 121\]

In addition to exploring why C49 is the precursor, several experiments have manipulated the environment of the C49-C54 solid reaction to understand the transformation from one to the other; these manipulations include introducing n-type and p-type dopant concentrations which tend to suppress the C49-C54 phase transformation by increasing the vacancy diffusion energy barrier.\[122\] Experiments have also altered the Ti deposition thickness: a decrease of Ti thickness correlates with an increase of the C49-C54 transformation energy barrier. This phenomenon has been called the “fine line effect,” relating to the reduction of nucleation sites for C54.\[123\] From TEM micrographs, C54 has been observed to grow from the triple-point grain boundaries of C49, the concentration of which decreases with decreasing Ti thickness. Since device scaling requires thinner films, the very thin films will exacerbate the trend, making it even harder to form the C54 phase. It is thus desirable to investigate methodologies to reduce the C54 formation temperature.

The use of a third element has been shown to lower the temperature required for the formation of the C54 structure. Previous works have reported using Ta or Mo to form a ternary solid-state reaction to reduce the C54 formation temperature.\[113, 121\] However, introducing these metals would require an additional processing step for semiconductor devices. Fortunately, the introduction of Ge achieves the same effect using layers of Si$_{1-x}$Ge$_x$. This layer is grown as a co-flow process requiring only a single step.\[16, 124–126\]

The introduction of Si$_{1-x}$Ge$_x$ films at the source-drain regions introduces compressive strain in microdevices, thereby improving the hole mobility in the channel.\[8\] The Si$_{1-x}$Ge$_x$ films produce C49 and C54 allotropes of Ti(Si$_{1-x}$Ge$_x$)$_2$.\[124, 127\] Initially, it appears the Ti-Si$_{1-x}$Ge$_x$ solid reaction solves the prior problems: it the Si$_{1-x}$Ge$_x$ film provides the benefit of enhancing hole mobility and reducing the C49-C54 transformation temperature. Although Ge may reduce the C54 formation temperature, Ge segregation introduces an additional problem for thinner films of Ti: still require higher temperatures for complete C54 transformation. Specifically,
with increased temperature, the Ge segregation rate increases into the grain boundaries, forming a region of $\text{Si}_{1-y}\text{Ge}_y$ (a different concentration from the $\text{Si}_{1-x}\text{Ge}_x$ film) extending from the surface to the substrate.\cite{117} Additionally, Aldrich et al. found that the C49-C54 transformation energy barrier still increased for thinner Ti layers (less than 10nm thick). Therefore, the “fine-line effect” still plays a key role, and higher temperatures are needed for C54 formation. The Ge segregation worsens with increased temperature, so the Ge atoms at thinner Ti thickness introduce a new problem in addition to the “fine-line effect.”\cite{117} $\text{Si}_{1-x}\text{Ge}_x$ alloys will continue to be employed to introduce compressive strain, so an understanding of the $\text{Ti(Si}_{1-x}\text{Ge}_x)_2$ allotropes is beneficial for semiconductor processing.\cite{126,128}

Like TiSi$_2$, the TiGe$_2$ phase forms as C49 and C54 allotropes. However, in this case C49 is not observed as a precursor phase. The solid-phase reaction of Ti-Ge forms the precursor phase Ti$_6$Ge$_5$, with the C54 structure forming during the continued reaction of Ge with Ti$_6$Ge$_5$ through a nucleation process.\cite{127,129} However, metastable C49 has been synthesized using co-evaporation of Ti$_{0.33}$Ge$_{0.67}$ followed by crystallization to C49 at 315°C.\cite{130} The metastability of the TiGe$_2$ C49 allotrope suggests that Ge plays a role in reducing favorability for C49, thereby reducing the C49-C54 transformation barrier.

This chapter will develop a theoretical understanding of the TiGe$_2$ phase, with the objective of more fully understanding why the Ti-Si$_{1-x}$Ge$_x$ reactions reduce the C54 formation temperature. Also, the lattice stability and defects in TiSi$_2$ and TiGe$_2$ will be characterized. A thermodynamic perspective of these solid-state reactions will be presented based on evidence from Density Functional Theory (DFT) calculations.

There exists a third allotrope of interest, the C40 structure. It has a lower electrical resistance than C49, and it transforms into C54 with subsequent annealing. Due to lattice mismatching, C49 cannot form with C40, so the high resistance of the C49 structure is bypassed. The C40 structure has been synthesized with laser pulse annealing, and characterized with Raman spectroscopy and transmission electron microscopy.\cite{131–134} As it thus appears
that the formation of low resistance C54 might be achieved without the presence of the C49, analysis of the C40 structure is also included in this work.

6.2 Structure and Calculation Methods

A discussion of the silicide and germanide allotrope structures is vital for this work. The structures are illustrated in Fig. 6-1. The C49 has a base centered-orthorhombic (Fddd) structure. The C54 has a base centered orthorhombic type (Cmcm) structure. The C40 has a hexagonal type (P6\(_2\)2\(_1\)) structure. The most noticeable structure difference between the three structures is in the periodic layering of Si/Ge. The C49 structure has two distinct bonding environments for the Si/Ge atoms. As Fig. 6-1 (c) shows, there is a Si/Ge monolayer with four-fold bonding in the plane. There is also a Ti-Si/Ge layer, in which the Si/Ge is covalently bonded with two nearest neighbors. The monolayer will be denoted as 4-NN for its four nearest Si/Ge neighbors, while the Ti-Si/Ge layer will be denoted as 2-NN for its two nearest Si/Ge.

The other allotropes have higher symmetry than C49. Figure 6-1 (a) is the ab perspective of the C40 allotrope in which the hexagonal structure is evident. Figure 6-1 (b) from the bc perspective of C40 shows that the Si atoms have two nearest neighbor atoms and a periodic stacking. Figure 6-1 (d) shows that the Si atoms in C54 also have two nearest neighbors.

The Vienna Ab initio Simulation Package (VASP) is used for the electronic-structure calculations at the level of Density Functional Theory (DFT). The Generalized Gradient Method (GGA) and the Strongly Constrained and Appropriately Normed (SCAN) functional, described in more detail in Chapter 2, are used for the exchange-correlation in this work; SCAN is a new meta-GGA functional, which has proven to be well-suited for characterizing transition metal reactivity.[24–27, 29, 38, 56, 135, 136] The [3d 4s 4p] orbitals are included for the calculations with Ge potentials,[83] while the [3d 4p 4s] orbitals were included for the calculations with Ti potentials. The Si potential includes [2s 2p] orbitals.

The plane-wave cutoff used for relaxation was 520 eV, and the Monkhorst-Pack mesh method was used for Brillouin zone sampling.[137] The C49 structure was relaxed with a 10x3x10 k-point mesh, the C54 structure was relaxed with a 5x3x3 mesh, and the C40
Figure 6-1. The hexagonal C40 structure from the (a) ab and (b) bc perspectives. The base-centered orthorhombic for C49 (b) showing two structurally different layers; the C54 (c) C49 face-centered orthorhombic structure; The silicon atoms represented as small circles (dark blue), and the titanium atoms are large circles (light orange).

structure was relaxed with a 9×9×5 mesh. These large k-point meshes are needed because of the small unit cell sizes, which are of different dimensions for each system. The supercell dimensions and ion positions were relaxed simultaneously until the force on each atom was less than 0.01 eV/Å, with components of stress less than 0.02 GPa. The space groups of the calculated structures were determined using the FINDSYM package.[138] The density of states and formation energies were calculated with the tetrahedron method[139] and a Methfessel-Paxton pre-convergence. [140] For the point defect calculations, the C54, C40, and C49 structures were relaxed using supercells of 3×2×2, 3×3×2, and 5×1×5 unit cells, respectively. These dimensions were chosen to yield approximately cubic supercells. The sampling scheme
for defect calculations was a 3x3x3 k-point sampling mesh. The interstitial positions were found using the MPInterfaces framework.[141]

The supercell dimensions were fixed for point defect calculations. While there are still defect-defect interactions between supercells, this fixed volume condition attempts to represent the conditions of an isolated defect.[54] TiSi$_2$ and TiGe$_2$ are conductors, so charged defect charges are not considered for this work. The defect formation energies are calculated using the standard equations:

\[
\text{Vacancy: } \Delta H_f = E_{\text{defect}}[\text{Si or Ti}] - E_{\text{perfect}} - \mu_{\text{Si or Ti}} \tag{6-1}
\]
\[
\text{Frenkel: } \Delta H_f = E_{\text{defect}}[\text{Si or Ti}] - E_{\text{defect}}[\text{Si or Ti}] - 2E_{\text{perfect}} \tag{6-2}
\]
\[
\text{Substitution: } \Delta H_f = E_{\text{defect}}[\text{Si} \rightarrow \text{Ti}] - E_{\text{perfect}} + \mu_{\text{Si or Ti}} - \mu_{\text{Si or Ti}} \tag{6-3}
\]

The chemical potentials $\mu_{\text{Si}}$, $\mu_{\text{Ge}}$, and $\mu_{\text{Ti}}$ reflect the reservoirs for atoms added and removed during the formation of the defect. These chemical potentials are taken as the energies per atom of the pure bulk elements, as calculated with DFT.

The isosurfaces of the charge density difference (CDD) are plotted around the atoms first coordination shell so that the charge transfer can be visualized based on $\Delta \rho_{\text{diff}}(r)$. The CDD is defined as the difference between the charge density of the ordered phase, $\rho_{\text{phase}}(r)$, and sum of the charge densities of the single element, $\rho_{\alpha}(r - r_{\alpha})$ when the other elements are removed from the supercell: $\Delta \rho_{\text{diff}}(r) = \rho_{\text{phase}}(r) - \sum_{\alpha} \rho_{\alpha}(r - r_{\alpha})$. This definition thus represents the charge redistribution when atoms are brought together to form the phase[142, 143]

A qualitative measure of the charge transfer is provided by Bader analysis. Here, the ionic bonding component and defect charge transfer is analyzed using the Bader analysis code from the Henkelman group.[58–61]

The importance of charge transfer for the enthalpy of formation of phases and defects was shown in Liu et al.[144] based on the extended Born model. This model considers partial polarization in a material. Like Liu et al., this work will study the C49 and C54 allotropes from.
the extended Born model perspective. The extended Born model takes into account covalent bonds and partial charge transfer:[145]

\[
\Delta H_f = \Delta H_{at} + (\Delta U_i - \Delta U_{ea}) + \Delta H_{el} + \Delta H_{cov}
\] (6-4)

The enthalpy of formation in Table 6-1 is represented as \(\Delta H_f\) in the extended Born model. \(\Delta H_{at}\) represents the covalent energy between atoms of the same element, taking into account that there is no charge transfer between like atoms. The electron affinity and ionization energy for the isolated atoms are represented by the second term \((\Delta U_i - \Delta U_{ea})\). \(\Delta H_{el}\) is the electrostatic lattice energy for localized bonding, and \(\Delta H_{cov}\) corresponds to the heat of formation of the covalent lattice of the crystal, which depends on valence electron orbitals and coordination.

There are multiple steps to evaluating eq. 6-4. In the first step, the binary alloy is cleaved such that its energy can be referenced to its pure components: this is the way that \(\Delta H_f\) is calculated. In the second step, the atoms of the pure phases are disassociated into isolated atoms such that \(\Delta H_t = \frac{E_{tot}}{N} - \sum_i E_i(r \to 0)\) (Described in Ch. 4). In the third step, these isolated atoms are ionized, enabling an estimate of the partial charge transfer. In the fourth step, the electrostatic attraction within the crystal is determined as \(\Delta H_{el} = \frac{N_A \alpha q_i q_j e^2}{4\pi\varepsilon_0 r_0^2} (1 - \frac{1}{n})\).  
Where \(N_A\) is Avogadro’s constant, \(\alpha\) is the Madelung constant for the specific crystal lattice; \(q_i\) and \(q_j\) are the partial charges of the anion and cation; \(e\) is the charge of the electron; \(r_0\) is the interatomic distance between the cation and anion, and \(n\) is an empirical quantity for the distance dependence of repulsion. In the last step, the total effect is determined by subtraction. Though the partial charge is not quantitative from DFT, the extended Born model qualitatively shows the importance of ionic and covalent bond mixing of the lattice enthalpy.

Based on the extended Born model, it is essential to know the qualitative degree of partial charge transfer and covalent bond stability. The plot of the calculated density of states (DOS) yields insight into the covalent bond stability, while Bader analysis qualitatively describes the
importance of partial charge transfer. The conclusions provided from both techniques should be consistent with CDD.

6.3 Computational Results

The enthalpic calculations for the TiSi$_2$ C40, C49, and C54 allotropes are shown in Table 1-1. The TiSi$_2$ C49 system is the most stable structure. The calculations with the GGA functional predicts that its enthalpy is 7 meV per atom lower than that of C54; the SCAN functional predict it to be 5 meV per atom (SCAN) lower. The C49 structure is even more stable with respect to the C40 structure: by 22 meV per atom (GGA) and 32 meV per atom (SCAN). These results agree with those of Jain et al.[83] However, they do not agree with the results of Colinet et al.[146] which are lower by 32 meV per atom for TiSi$_2$ C49 or 33 meV per atom for TiSi$_2$ C54. Both Colinet et al. and Jain et al. used PBE-GGA functional for energy calculations. Colinet et al. noted a difference of enthalpy of formation when compared to other works.

The enthalpies of formation for the TiGe$_2$ C49 and C40 allotropes have not been calculated in previous works. As a baseline, we have calculated the enthalpy of formation for the TiGe$_2$ C54 allotrope to compare with an earlier high throughput work.[84] In Table 1-1, the lowest energy allotrope of TiGe$_2$ is C54, with the enthalpies of the C49 and C40 structures both being 11 meV/atom higher for the PBE-GGA functional. The SCAN functional also predicts that the C54 structure is the most stable, with the C40 structure being 8 meV/atom higher than C49.

Sun et al. performed data mining from the Materials Project, and evaluated the influence of the chemistry and composition for various polymorphic compounds.[88] The upper limit of the convex hull for metastability was found to be 70 meV for most inorganic materials. That is, structures with enthalpies of formation above the convex hull by less than 70 meV have a significant chance of being metastable and, thus, may be manifested experimentally. Relating this insight to this work, the TiGe$_2$ C49 and TiSi$_2$ C40 allotropes are known metastable
Table 6-1. Structure and formation enthalpies of titanium disilicide and titanium digermanide structures. The table contains comparisons with previous works (i.e. Colinet et al.[146] And Jain et. al.[83]).

<table>
<thead>
<tr>
<th>Phase</th>
<th>Space Group</th>
<th>Functional</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>Enthalpy</th>
</tr>
</thead>
<tbody>
<tr>
<td>TiSi$_2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C40</td>
<td>P6_222</td>
<td>GGA</td>
<td>4.727</td>
<td>4.727</td>
<td>6.598</td>
<td>-535</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SCAN</td>
<td>4.707</td>
<td>4.707</td>
<td>6.543</td>
<td>-491</td>
</tr>
<tr>
<td></td>
<td></td>
<td>GGA[146]</td>
<td>4.731</td>
<td>4.731</td>
<td>6.570</td>
<td>-497</td>
</tr>
<tr>
<td>C49</td>
<td>Cmcm</td>
<td>GGA</td>
<td>3.548</td>
<td>13.568</td>
<td>3.578</td>
<td>-557</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SCAN</td>
<td>3.524</td>
<td>13.510</td>
<td>3.553</td>
<td>-523</td>
</tr>
<tr>
<td></td>
<td></td>
<td>GGA[146]</td>
<td>3.541</td>
<td>13.617</td>
<td>3.576</td>
<td>-525</td>
</tr>
<tr>
<td></td>
<td></td>
<td>GGA[83]</td>
<td>3.559</td>
<td>13.498</td>
<td>3.572</td>
<td>-562</td>
</tr>
<tr>
<td>C54</td>
<td>Fddd</td>
<td>GGA</td>
<td>4.806</td>
<td>8.258</td>
<td>8.570</td>
<td>-550</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SCAN</td>
<td>4.786</td>
<td>8.230</td>
<td>8.490</td>
<td>-518</td>
</tr>
<tr>
<td></td>
<td></td>
<td>GGA[146]</td>
<td>4.806</td>
<td>8.268</td>
<td>8.560</td>
<td>-517</td>
</tr>
<tr>
<td>TiGe$_2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C40</td>
<td>P6_222</td>
<td>GGA</td>
<td>4.959</td>
<td>4.959</td>
<td>6.822</td>
<td>-422</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SCAN</td>
<td>4.892</td>
<td>4.892</td>
<td>6.755</td>
<td>-444</td>
</tr>
<tr>
<td>C49</td>
<td>Cmcm</td>
<td>GGA</td>
<td>3.689</td>
<td>14.320</td>
<td>3.714</td>
<td>-422</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SCAN</td>
<td>3.643</td>
<td>14.088</td>
<td>3.675</td>
<td>-452</td>
</tr>
<tr>
<td>C54</td>
<td>Fddd</td>
<td>GGA</td>
<td>5.073</td>
<td>8.663</td>
<td>8.827</td>
<td>-433</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SCAN</td>
<td>5.021</td>
<td>8.525</td>
<td>8.716</td>
<td>-460</td>
</tr>
<tr>
<td></td>
<td></td>
<td>GGA[83]</td>
<td>5.083</td>
<td>8.677</td>
<td>8.826</td>
<td>-414</td>
</tr>
</tbody>
</table>

The concentrations of point defects, such as antisites and vacancies, impact the lattice stability and phase equilibria of intermetallic alloys.[143] Therefore, it is necessary to determine the formation energy of defects in TiSi$_2$ and TiGe$_2$. The interstitial sites for are illustrated in Figure 6-2. For the Frenkel defects, the interstitial site was as far away from the vacancy as the supercell dimensions would allow. The point defects energies of these systems are compiled in Table 6-2. Because of the inequivalence of the Si/Ge atom lattice sites in the C49 structure, the vacancy formation energies for the 2-NN and 4-NN sites are calculated separately.

For the C49 structure of TiSi$_2$, the lowest formation energy by far (0.31 eV) is for Ti$_{Si}$ on the 2-NN site (i.e., within the TiSi layer); the corresponding value for a 4-NN site is 0.99 eV. The formation energies for a Si vacancy on the 2-NN sites are 0.83 eV and on the 4-NN
Figure 6-2. The interstitial site located for Frenkel and anti-Frenkel calculations for Ti and Si atoms in (a) C40, (b) C54, and (c) C49 structures. The interstitial site located for Frenkel and anti-Frenkel calculations for Ti and Si atoms in (a) C40, (b) C54, and (c) C49 structures.

Table 6-2. The formation energies for intrinsic point defects in eV calculated with PBE-GGA functional. Sites that are not relevant to the particular structure and defect are denoted by dashes.
sites are 1.06 eV, respectively. The formation energy for $V_{Ti}$ is 2.71 eV. The energies for $Si_{Ti}$ and both the Frenkel and anti-Frenkel defects are all greater than 4 eV; thus, these defects are unlikely to be important. Moreover, these high Frenkel defect energies are consistent with the diffusion being a vacancy mechanism. From D’Heurle et al., the high Frenkel energy represents a closed pack structure suppressing interstitial diffusion.[120] Since the two lowest energies, $Ti_{Si}$ and $V_{Si}$, both involve the loss of Si from the structure, these calculations predict that it is quite likely that C49 TiSi$_2$ will be Si deficient.

The defect energetics of the C40 and C54 structures are similar to each other with the enthalpy of formation of $Ti_{Si}$ defect being less than 1 eV in both cases. Unlike the C49 structure, the formation energy of a Si vacancy is 2 eV or greater for both of these structures: these point defects are thus less likely to be important. Again, these structures may be Si deficient, but it is less likely than for the C49 structure.

Turning to the TiGe$_2$ structures, the formation energies of a titanium vacancy and the Frenkel and anti-Frenkel energies are again high, and these defects are not likely to be relevant. Also, similar to TiSi$_2$, the $Ti_{Ge}$ energy is the lowest defect energy for the C49, C54, and C40 structures, although in this case, it is considerably lower in the C54 structure (0.37 vs. 0.82 eV for the C40 structure). As in TiSi$_2$, the C49 structure again has the lowest defect formation energies.

The formation energy for $Ti_{Ge}$ on the 2-NN sites is -0.01 eV, while the energy for a Si vacancy on the 4-NN site is -0.004 eV. That is, the thermodynamically stable C49 TiGe$_2$ stoichiometry is predicted to be Ge deficient. These results can be compared with previous calculations. Using DFT with the GGA functional, Wang et al. found $E(V_{Si}) = 2.39$ eV and $E(V_{Ti}) = 2.40$ eV in the C54 structure.[147] The Table 6-2 value for the $V_{Si}$ formation energy (2.51 eV) is close to their value. However, the formation energy for the titanium vacancy is larger (3.83 eV). This difference can be attributed to our calculations using a larger basis set for the Ti than that of Wang et al.; the presumption is that the larger basis set will result in a more reliable value of the defect energies.
Miglio et al. calculated defect formation energies for C49 with molecular dynamic (MD) simulations using a semiempirical tight binding interatomic potential.[148] However, their work only provided the formation energy for the 4-NN layer. They calculated the vacancy formation energy of Si to be 0.09 eV, which is considerably lower than this work’s values of 0.85 and 1.06 eV. They determined the vacancy formation energy of Si in the C54 structure to be 1.41 eV[148], which is also lower than the 2.51 eV of this work. Given that DFT methods generally provide higher materials fidelity than tight-binding methods, this lack of agreement is not troubling.

A transition metal, such as Ti, has d-orbital valence shell, and the d-d bond is a significant contributor to the cohesive energy of the lattices.[149, 150] When an atom with an s and p shell, such as Si or Ge, is introduced into the transition metal lattice due to lattice expansion, reduces the bonds’ contribution to lattice stability. In the case of silicide or germanide phases, a covalent hybridization between the transition metal d-orbital and the metalloid sp-orbital valence bands increases lattice stability. For this hybridization, the energy levels of the orbitals must overlap, and the crystal structure must have the correct symmetry to enable the hybridization. If the crystal does not have the correct symmetry, nonbonding states are created which do not contribute to stability. The interaction between Ti and Si atoms forms a bonding hybrid of the Ti d-orbitals and the p-orbitals, which increases stability. The hybrid bonding forms bonding orbitals below the Fermi level while antibonding and nonbonding orbitals form above the Fermi level. This behavior is observed in the total density of states plot as wide peaks above and below the Fermi level.

Although there is no bandgap, there is a region about the Fermi level which shows reduced electron density; this region has been called a pseudogap, and it arises from the bonding and anti-bonding associated with hybridization between atoms in the alloy.[151, 152] There are two important features to the pseudogap. First, the location of the Fermi level relative to the pseudogap provides insight into stability; second, the depth of the pseudogap well, at the Fermi level, is related to the strength of the covalent bonding.[151–155]
A Fermi level lower in energy than the pseudogap indicates unfilled bonding orbitals.[153, 154, 156] Previous works have noted the relative stability between TiSi$_2$ C49 and C54 structures based on the position of the Fermi level.[157][158–160] However, previous works have not plotted the DOS to determine relative stability between the TiGe$_2$ C49 and C54 structures, or the covalent stabilities between the TiSi$_2$ and TiGe$_2$ phases.

C49 has a DOS of 0.18 states per eV for C49, while C54 has 0.4 states per eV, indicating more electrons are localized in covalent bonds in the C49 structure. Also, the Fermi level for the C49 structure in Fig. 3 (a) is located at the minimum of the pseudogap, while the Fermi level for the C54 structure in Fig. 2 (b) is slightly below it. Therefore, based on the Fermi level position, the TiSi$_2$ C49 allotrope (filled orbitals) is expected to be more stable than the C54 structure (unfilled orbitals).[157][158–160]

Figures 6-3 (c) and (d) show the DOS for TiGe$_2$; this system shows a pseudogap as well. The Fermi level for C49 TiGe$_2$ is at the pseudogap minimum as it was for C49 TiSi$_2$. However, in contrast to TiSi$_2$ C54, The Fermi level for C54 TiGe$_2$ is now at the pseudogap minimum, so the C54 structure shows increased stability relative to TiSi$_2$. Therefore, unlike TiSi$_2$, C54 TiGe$_2$ has fully occupied bond orbitals since the Fermi level is shown in the pseudogap. Also, the DOS at the Fermi level for C49 TiSi$_2$ is 0.35 states per eV, while for C54 it is 0.31 states per eV. Based on the DOS in the pseudogap, it seems that the Ge interaction with Ti introduces additional hybridization thus stabilizing the structure. The DOS also suggests that the covalent bonding in C54 is stronger than in C49 TiGe$_2$.

The importance of an element’s electronegativity for predicting alloy formation was first recognized by Miedema et al.[161] There is little difference in the Pauling’s electronegativity of the elements: Ti (1.54), and Si (1.90) and Ge (2.01). The contribution of ionic bonding of a binary system, FI, as opposed to covalent bonding, is often estimated as $F_I = 1 - \exp(-0.25\Delta X^2)$, where $\Delta X$ is the difference in the electronegativity of the components. This yields $F_I(TiSi_2) = 3.1\%$ and $F_I(TiGe_2) = 5.4\%$; this is, bonding for both systems is expected to be very largely covalent. Interestingly the ionic charges in fluorite-structured NiSi$_2$ were
found to be +1.12 and -0.56 even though the electronegativity of Ni (1.91) is almost identical to that of Si.[162] To explicitly investigate the degree of covalency, we perform Bader analysis to determine the charge transfer in the silicide and germanide systems.

The charge transfer calculated from Bader analysis is given in Table 6-3. The C54 TiSi2 phase shows significant ionicity, with the Ti atoms having charge +1.14e and Si atoms having charge -0.57e; interestingly, these are very similar to the values in NiSi2. The C49 structure shows slightly lower ionicity. The Ti has a charge of +1.10e, while the 2-NN and 4-NN Si atoms have charges of -0.61e and -0.43e, respectively. The lower charge at the 4-NN site is presumably due to the covalent bonding with two additional neighbors.

Figure 6-3. The DOS for: (a) C49 TiSi2, (b) C54 TiSi2, (c) C49 TiGe2 and (d) C54 TiGe2, calculated from SCAN functional and normalized by formula unit.
Table 6-3. Bader charges for TiSi2 and TiGe2

<table>
<thead>
<tr>
<th>Phase</th>
<th>Si</th>
<th>Ti</th>
</tr>
</thead>
<tbody>
<tr>
<td>TiSi₂</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C49</td>
<td>1.10e</td>
<td></td>
</tr>
<tr>
<td>2-NN</td>
<td>-0.67e</td>
<td></td>
</tr>
<tr>
<td>4-NN</td>
<td>-0.43e</td>
<td></td>
</tr>
<tr>
<td>C54</td>
<td>-0.57e</td>
<td>1.14e</td>
</tr>
<tr>
<td>TiGe₂</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C49</td>
<td>1.08e</td>
<td></td>
</tr>
<tr>
<td>2-NN</td>
<td>-0.69e</td>
<td></td>
</tr>
<tr>
<td>4-NN</td>
<td>-0.39e</td>
<td></td>
</tr>
<tr>
<td>C54</td>
<td>-0.57e</td>
<td>1.14e</td>
</tr>
</tbody>
</table>

The charges in C54 TiGe₂ are identical to those in TiSi₂ despite the greater difference in the electronegativities. The C49 TiGe₂ structure also shows a very similar Ti charge to that in TiSi₂, but the apportionment of that charge to the 2-NN and 4-NN Si atoms is slightly different.

The charge transfer for C54 TiSi₂ was previously calculated by Wang et al. They found the charge on Si to be -0.048e, which is less than 10% of the value determined here. Although this difference is large, variations of up to a factor of five have been seen for different methods. In particular, this difference can be explained in terms of the choice of functionals and charge analysis type. Wang et al. determined the Mulliken charges using the GGA functional; the more accurate SCAN functional was not available at that time. Mulliken charge analysis has been described as potentially unphysical due to the strong dependence of the charges obtained on the basis set. The Bader charge analysis has the advantage of independence of basis set and convergence to a stable value. Therefore, we believe that the values determined here are more likely to be accurate.

As shown in \( \Delta \rho_{diff}(r) = \rho_{phase}(r) - \sum_{\alpha} \rho_{\alpha}(r - r_{\alpha}) \), the charge density difference (CDD) is defined as the difference between the total charge density of the compound and constituent atoms. It therefore represents the charge redistribution when atoms are condensed to form a crystal. Thus, CDD is a valuable tool for assessing the degree of covalency and ionicity in
a bond. Like Bader analysis, CDD is a method based on charge density from DFT; so, the visualizations it generates complement the charge transfer calculations in Table 6-3.

Figures 6-3 through 6-6 show the CDD plots for each system, with the red regions represent charge accumulation, and the blue regions represent charge depletion. For the C49 allotrope, Figs. 6-3 (a) and (b) show a depletion region between the stacks; this forms the boundaries of the layered structure illustrated in Fig. 6-1 (a). The Ti atoms in Fig. 6-3 (a) show little direction of the charge accumulation, which indicates an absence of covalent bonding. These observations suggest that the layers are ionically bonded to each other, and charge depletion region contributes to the high sheet resistance measured for C49 films observed from experiments.[113–116]

Figure 6-3 (a) shows strong directional bonding between Si (blue) atoms through the center of the figure, which represents 3s-3p hybridization. Figure 6-3 (c) shows directional bonding between Ti (orange) atoms; the bonding is denoted by the red region with a definite ellipsoid shape, which represents 3d-3d bonding. Again, 3d-3d bonding is observed between Ti atoms in Fig. 6-3 (b). The regions between Ti and Si show charge depletion; so Fig. 6-3 suggests that there is no 3p-3d hybridization between the Si and Ti atoms. Bader analysis thus shows that the bonding between Ti and Si is due to partial charge transfer. We thus conclude that the observed pseudogap in the DOS is due to Si-Si and Ti-Ti covalent bonding.

In Fig. 6-3 (b), a blue depletion region is observed between the Ti and Si atoms with an anisotropic charge density for Ti. The reduced charge on the Ti atom represents the charge transfer to Si. Figure 6-3 (a) clearly shows more transfer of charge from the Ti to the 2-NN Si atoms than to the 4-NN Si atoms. This finding is not surprising due to the difference in the number of covalent bonds. Additionally, it is consistent with Bader analysis, which suggests that 2-NN takes more charge than 4-NN atoms.

For C54, charge accumulation is shown between Si atoms in Fig. 6-4 (a); three 3s-3p hybridization bonds link to three nearest neighbors. Figure 6-4 (b) shows d-d bonding between the Ti atoms, with the charge accumulation being isotropic for the center Ti atom. Figures
Figure 6-4. Charge density difference plot of C49 TiSi$_2$ looking into the (100) (a), (001) (b), and (010) (c) planes. Si (blue) and Ti (orange) atoms are located within the cross-section. The color legend represents the charge accumulation (red) and depletion (blue).

6-4 (a) and (c) show the charge depletion region around the Ti atoms, which relate to the charge transfer. The charge accumulation and depletion of the Ti atoms suggests an evenly distributed charge transfer to the Si atoms; this is consistent with Bader charge analysis in Table 6-3. No charge accumulation is observed between Ti and Si because the symmetry of the C54 structure does not allow Ti d-orbital hybridization with the Si p-orbitals.[152, 160] Figures 6-4 (b) and (c) show charge accumulation at the interstitial sites of C54. The differences between the TiSi$_2$ C54 and C49 structures are the isotropic charge transfer and the covalent bonds. C54 does not have the layer of 4-NN Si atoms, which suggests less hybridization. So, the reduction of hybridized bonding explains the increase of formation energy, and the reduction of covalent stability from the DOS plots.
From Bader analysis, The TiGe$_2$ and TiSi$_2$ allotropes show similar charge transfer; The Ti atom in the TiGe$_2$ and TiSi$_2$ C54 allotrope both transfer 1.14e, while the Ti atom in the C49 structure transfer 1.08e and 1.10e partial charge, respectively. This similarity is also evident in the CDD in Figs. 6-4 and 6-5. Charge accumulation is noticeable between the Ti atoms in TiSi$_2$ in Figs. 6-4 (b) and (c), indicating that 4d-4d hybridization also occurs for the C49 TiGe$_2$ system. In Fig. 6-5 (a), the same directional charge transfer is observed between the Ge atoms, which relate to 4s-4p hybridization. However, the accumulation region is broader than in C49 TiSi$_2$, indicating that the hybridized orbitals are less bound.
than in TiSi$_2$. The introduction of the Ge atom increases the volume of the lattice structure which causes the d-orbital broadening. This broadening reduces the stability of the crystal; however, hybridization between a transition metal and metalloid lowers the energy of the crystal.[151, 152] Figures 6-5 (a) and (b) show charge accumulation between the Ge and Ti atoms indicating interaction; These panels suggest a 3s-3p hybridization between the unlike atoms.

Figure 6-6. Charge density difference plots for the C49 TiGe$_2$ looking into the (001) (a), (100) (b), and (010) (c) planes. Ge (purple) and Ti (orange) atoms are located within the cross-section. The color legend represents the charge accumulation (red) and depletion (blue). The system shows similar electron density to C49 TiSi2, but more charge accumulation around the Ge atoms.

Figure 6-6 illustrates the CDD for TiGe$_2$ C54 allotrope; Figure 6-6 (a) shows the charge transfer between the Ti and Ge, and the 3d-3d hybridization between Ti atoms. The accumulation region between Ge atoms is wider than between Si atoms in Fig. 6-5 (a),
indicating that the electrons are less bound between Ge atoms. Like TiGe$_2$ C49, these findings point to hybridization between the Ti and Ge and are consistent with the stability inferred from the DOS. Unlike TiSi$_2$ C54, the 4s-4p hybridization lowers the formation energy for TiGe$_2$ C54. The reason for this is the interaction between Ti and Ge introduces more hybridization of orbitals than is present in TiSi$_2$ C54. The CDD plot for TiGe$_2$ C54 shows charge accumulation between the atoms supporting the increased interaction relative to TiSi$_2$ C54. Overall, the TiGe$_2$ bonding has more bonding similarities to the NiSi$_2$ and CoSi$_2$ than to TiSi$_2$.\textsuperscript{[162, 166]}

Figure 6-7. Charge density difference plots for the C54 TiGe$_2$ looking into the (001) (a), (100) (b), and (010) (c) planes. Ge (purple) and Ti (orange) atoms are located within the cross-section. The color legend represents the charge accumulation (red) and depletion (blue). The system shows similar electron density to C49 TiSi$_2$, but more charge accumulation around the Ge atoms.

For binary systems containing transition and non-transition metals with charge transfer, the point defect formation energies can be reduced with charge transfer between the anions
and cations\[144\]. As shown, the TiGe\(_2\) and TSi\(_2\) phases show a significant difference in formation energies for vacancies and substitution. The two phases also show partial charge transfer between Ti, Si, and Ge atoms. This partial charge transfer of these phases may be the reason for the low defect formation energies. Therefore, the partial charge transfer effect on stabilizing the TiSi\(_2\) and TiGe\(_2\) defects is explored with Bader analysis.

Bader analysis was performed to elucidate this relationship for the TiSi\(_2\) allotropes. Only the nearest neighbor atoms around the defect are considered, so charge balance between these atoms is not expected. However, convergence was checked by matching the number of electrons in the potential files with the Bader analysis total electron output. The charge transfer was calculated in the same manner as the pure phase. The calculated total electron charge of an isolated atom species in the supercell subtracted the nearest neighbor defect atom. The difference determines the amount of charge gained or lost for the Ti (cation) and Si (anion) nearest neighbor.

Bader analysis is a limited tool for defect charge transfer for two reasons. First, as has been mentioned, it is a qualitative method. The second reason is related to the Bader volumes at the defects. For example, The effective total charge of a vacancy defect is expressed as
\[
q_v = (q_{atom} - q_{vac}) - \sum_j \Delta q^{NN}_j.
\]
\(\Delta q^{NN}_j\) is the charge difference of the nearest neighbors; these charges are listed in Tables 6-4 and 6-5. \(q_{atom}\) is the total charge of an isolated atom, which is trivial to determine. \(q_{vac}\) is the charge of the defect volume, which the atom once occupied. Though not always the case, the Bader analysis algorithms do not determine a Bader volume for defects and thus \(q_{vac}\) cannot be determined from the charge density, since the Bader algorithms are only designed to determine a volume related to an atom. With these problems in mind, the magnitude of partial charge transfer at the nearest neighbors will be used for an indirect measure of the Coulomb potential.

Table 6-4 shows the C49 TiSi\(_2\) partial charge transfer of the nearest neighbor Si and Ti and the formation energy, with the defect energies for reference. Though the amount of charge transfer for the vacancy is unknown, it can be surmised that the region is electron depleted.
and thus positive. The partial charge for both Ti\textsubscript{Si} and Si\textsubscript{Ti} substitution defects is positive. These values are 0.83e for the Ti substitution and 0.14e for the Si substitution. The positive defect center suggests that the nearest neighbor Ti introduces repulsive electrostatics, while the Ti substitution provides more electrostatic attraction with the nearest neighbor Si atoms. The Si nearest neighbor charges are similar, with the exception of V\textsubscript{Si} 2-NN. The defects with formation energies below 1 eV show the smallest value for Ti charge: the V\textsubscript{Si} 2-NN and Ti\textsubscript{Si} 2-NN Ti charge values are 0.38e and 0.46e, respectively. These two defects have two nearest neighbor Si atoms and four Ti atoms. The weighted partial charge becomes 1.52e for V\textsubscript{Si} 2-NN and 1.84e for Ti\textsubscript{Si} 2-NN. The Ti partial charge transfer for all defects above 1 eV is above 2.0e which suggests a lower Ti charge relates to lower formation energy.

Table 6-5 shows the C54 Ti\textsubscript{Si} partial charge transfer of nearest neighbor atoms. The Ti substitution yields a partial charge of 0.77e while the Si is 0.04e. The nearest neighbor Si partial charge is similar for all of the defects. The defect with the lowest formation energy is Ti\textsubscript{Si}, which relates to a high Ti substitution partial charge and a lower positive nearest neighbor Ti charge.
The nearest neighbor Si interatomic distance is less than that for Ti for all cases, so its Coulombic potential contribution is greater than Ti nearest neighbors. The substitution defects show a higher positive partial charge for Ti than Si, which corresponds with lower formation energy. Due to the defect centers being positive, the positive nearest neighbor Ti contributes repulsive electrostatics, which does not stabilize defects. Also, lower positive partial charges for nearest neighbor Ti correspond with the lower formation energies.

To conclude, the partial charge transfer does affect the defect formation energies, but due to the limitations of Bader analysis, it is unclear how much the charge transfer reduces formation energy compared to lattice relaxation.

6.4 Discussion

The enthalpy of formation calculations for the TiSi$_2$ phase are mostly consistent with previous experimental and computational.[83, 116, 146, 167] The competition between the C49 and C54 has been the subject of much research. Previous experiments agree on the order of the formation, but the reasons for this order is debated. This work has shown the formation energy of C49 is lower than C54 and suggests some new arguments for the competition.

Via et al.[168] performed 460°C-540°C anneals on TiSi$_2$ C49 to introduce defects followed by an anneal to form C54. The activation energy for the transformation increased with defect concentration. They concluded that the transformation has a strong dependence on the point defect concentrations, and that this dependence is the reason for the inconsistent results on transformation kinetics among previous experiments. This dissertation’s work supports the C49 allotrope as being much more defective compared to C54, consistent with the experiments.[167, 169] Therefore, this work suggests a component of the transformation competition is due to the low defect formation energies for TiSi$_2$ C49.

The V$_{Si}$ and Ti$_{Si}$ formation energies are considerably lower for the C49 structure than for C54; this suggests Ti-rich conditions for the C49 allotrope. Experiments support the C49 allotrope being Ti-rich near the Si interface, and these works show it co-exists with Ti-rich phases of Ti$_5$Si$_3$ and Ti$_5$Si$_4$.[170–172] The C49 allotrope being Ti-rich suggests that a wider
Ti concentration range is supported, which in turn could be a potential argument for why C49 forms first.

As mentioned above, the TiGe$_2$ system does not show a C49 precursor phase for the formation of C54.[127, 129] However, based on the work by Sun et al.,[88] this work’s calculation for the TiGe$_2$ C49 energy is well below the upper limit for metastability. For the first time, this work showed the allotrope as potentially metastable; such metastability is consistent with experiment.[130]

The TiGe$_2$ C40 phase is not observed during the solid reaction, but this work combined with Sun et al. supports the possibility of the metastability of the structure. Experiments have shown the existing of the TiSi$_2$ C40 structure using nanosecond laser annealing experiments, in which the rapid cooling rate quenches metastable phases.[131–134, 173] Therefore, it seems possible that C40 TiGe$_2$ might be observable using the same nanosecond laser annealing techniques.

The point defect calculations of the TiGe$_2$ allotropes show a self-consistency and reflect TiSi2. The defects with formation energies below 1 eV for TiSi$_2$ are also low for TiGe$_2$, and both show a low substitution formation energy for Ti$_{Si}$ and Ti$_{Ge}$ but a higher energy for Si$_{Ti}$ and Ge$_{Ti}$. The Frenkel defect formation energy is found to be high compared to the vacancy formation energy. This suggests the diffusion mechanism is likely to be vacancy dominant, which is experimentally supported for C54.[120] However, The C40 allotrope has never been synthesized, and the C49 has never been characterized, so this work provides predictions for these allotropes.

Si$_{1-x}$Ge$_x$ layers have become instrumental for introducing compressive strain to CMOS channels. These layers are coated with Ti for the creation of low contact resistance materials. These Ti-Si$_{1-x}$Ge$_x$ interfaces form the C54 structure of interest, but the Ti(Si$_{1-x}$Ge$_x$)$_2$ C54 structure forms at lower temperatures than TiSi$_2$ C54, which provides a higher thermal budget for semiconductor processing.[126]
This work has developed fundamental understanding of TiGe$_2$ C49 and C54 for applying to the Ti(Si$_{1-x}$Ge$_x$)$_2$ system: the C54 structure is the ground state structure because the Ge atom produces stable bonding orbitals. The extended Born model shows the stability of a binary alloy is a combination of ionic and covalent bonding. Based on these results, this work predicts that the Ge atom lowers the formation energy of the Ti(Si$_{1-x}$Ge$_x$)$_2$ C54. The defect formation energy is expected to be between those of the pure TiSi$_2$ and TiGe$_2$ binary phases, so C49 Ti(Si$_{1-x}$Ge$_x$)$_2$ should have a low defect formation energy and a higher concentration of defects. Extending the knowledge of defect concentration and activation energy, the C49-C54 Ti(Si$_{1-x}$Ge$_x$)$_2$ transformation is expected to express the same trend.

6.5 Chapter Summary

This work corroborates previous works in that TiSi$_2$ C49 is more thermodynamically stable than C54. The DOS plots show that the C54 covalent bonding is less stable than C49 due to unoccupied orbits. Bader analysis showed TiSi$_2$ to have charge transfer similar to TiNi$_2$. Based on the extended Born model, the stability of C54 must be dominated by the ionic bonding component.

An attempt is made to relate charge transfer with low defect formation energy. Bader analysis shows a trend of lower positive Ti partial charge with low formation energy. However, due to the limitations of Bader analysis, whether partial charge transfer or lattice relaxation is the dominant contributor could not be determined. The TiGe$_2$ allotropes are found to be similar to the TiSi$_2$ system in terms of charge transfer and defects. However, the most stable structure was found to be the C54 structure. This change in order of stability is consistent with differences in the DOS; the TiGe$_2$ C54 structures show fully occupied orbitals for stronger covalent bonding. The TiGe$_2$ C49 structure may not be the precursor phase for C54, but this work shows the allotrope to be metastable. Therefore, this work aligns with experiments suggesting increased favorability to form C54 Ti(Si$_{1-x}$Ge$_x$)$_2$ due to the C49 structure being less favorable for Ge. Also, The TiGe$_2$ C40 allotrope is shown to be metastable; but unlike C49, it has never been synthesized in the lab.
In conclusion, the TiGe$_2$ phase's ground state is the C54 allotrope, which supports the mixing of Ge with TiSi$_2$ will shift the thermodynamics to C54 favorability. The TiGe$_2$ C54 phase shows covalent bond stability, which is attributed to the lower formation energy. Thus, based on the work in this chapter, the introduction of Ge into TiSi$_2$ processing will stabilize the covalent bond and lower the enthalpy of formation.
CHAPTER 7
AB-INITIO CALCULATIONS OF Ti(Si$_{1-x}$Ge$_x$)$_2$ C40, C49 AND C54 ALLOTROPES AND NANOSECOND LASER ANNEALING OF Ti-(Si$_{1-x}$Ge$_x$)$_2$ BILAYERS

7.1 Background

The disilicide (e.g., TiSi$_2$) is formed from the heating of a bilayer system. The metal can be e-beam evaporated or sputtered on to a substrate to form the bilayer. The Ti-Si bilayer is heated to high temperatures to form the low contact resistance silicide. However, the high temperatures pose a problem for semiconductor processing since silicide formation is just one step of many. The additional high temperature heating can cause additional diffusion or other issues reducing yield. The introduction of rapid thermal annealing (RTA) allows the silicide to be formed within 60 seconds. Though the RTA reduces the anneal time, the RTA heats the whole wafer causing slower cooling. The semiconductor technology nodes continue to scale down (modern transistors are at the 7 nm scale), which demands more fine-tune control of heating. Also, highly doped films are paramount to reduce the contact resistance. The need for highly activated films to reduce contact resistance further reduces thermal budget due to deactivation. One approach for tackling thermal budget with silicides is reducing the transformation temperature of the silicide. The transformation temperature can be reduced with Si$_{1-x}$Ge$_x$ films that have the added benefit of providing compressive strain on the channel for enhanced carrier mobility. Additionally, the thermal budget can be improved using laser annealing. Unlike the RTA, laser annealing does not heat the whole wafer, thus provides more heating control. The laser heats a micron depth of material, so the substrate provides undercooling, which lowers the temperature at a much faster rate than RTA. This fast cooling rate enables high activation to be quenched before deactivation. If a combination between Ti(Si$_{1-x}$Ge$_x$)$_2$ C54 transformation with laser annealing could be achieved, The semiconductor industry would have a new option for producing low contact resistance nMOS transistors that improves thermal budget.

The pMOS device has an additional problem, that is the p-type (commonly boron) solubility limit in Si is lower than n-type impurity doping.[174] thus, the solubility limit of
p-type limits contact resistance reduction of CMOS devices. \( \text{Si}_{1-x}\text{Ge}_x \) can be applied as an intermediate layer between the Si and metal to remedy this issue. The \( \text{Si}_{1-x}\text{Ge}_x \)-Si interface conduction bands are aligned while the valence bands are offset. Furthermore, the band gap of \( \text{Si}_{1-x}\text{Ge}_x \) is more narrow, which lowers the Schottky barrier height for p-type doping.\[175\] The barrier height can be further reduced with the introduction of a germanosilicide. However, previous experiments covering the metallization transformations into germanosilicides and electrical properties is limited compared to disilicides.

Figure 7-1 shows the accumulated work on sheet resistance thus far for \( \text{Ti}(\text{Si}_{1-x}\text{Ge}_x)_2 \) C49 and C54. In this figure, the high resistance C49 allotrope corresponds to a sheet resistance near 10 \( \Omega/sq \). The \( \text{Ti}(\text{Si}_{1-x}\text{Ge}_x)_2 \) C49 is formed between 500\( ^\circ \)C and 600\( ^\circ \)C, which is the general consensus for previous works.\[176\][125][177] A sheet resistance below 3 \( \Omega/sq \) corresponds to the low resistance allotrope C54. The previous works reach a minimum sheet resistance then higher temperatures begin raising the sheet resistance. This increase in Fig. 7-1 is due to agglomeration of the germanosilicide and Ge segregation. Mostly, the works agree with solid reaction of Ti-\( \text{Si}_{1-x}\text{Ge}_x \) bilayers. However, the work of Lai et al. measures the same sheet resistance but at higher temperatures. The lowest sheet resistance indicating the presence of C54 occurs at 800\( ^\circ \)C. The Lai et al. experiment utilized three layers: a capping Ti layer, a fully relaxed \( \text{Si}_{1-x}\text{Ge}_x \), and a strained \( \text{Si}_{1-y}\text{Ge}_y \) layer in contact with (001) Si substrate. The reason why the three layers raise the formation temperature is due to the additional strain that the \( \text{Si}_{1-y}\text{Ge}_y \) layer introduces.

The solid reaction of Ti-\( \text{Si}_{1-x}\text{Ge}_x \) bilayers has an additional processing challenge over disilicide formation: that is Ge segregation, this segregation process in \( \text{Si}_{1-x}\text{Ge}_x \)-Si heterojunctions is well known.\[179\] From TEM, SEM and XRD, Aldrich et al. studied the solid reaction of Ti-\( \text{Si}_{1-x}\text{Ge}_x \) and observed the following sequence.\[117, 176, 180\] Once the Ti layer is fully reacted, the resulting germanosilicide layer has the same Ge and Si concentration as the substrate \( \text{Ti}(\text{Si}_{1-x}\text{Ge}_x)_2 \) - \( \text{Si}_{1-x}\text{Ge}_x \). The Si and Ge continue to diffuse into the germanosilicide layer and grain boundaries. The Si replaces the Ge in C54, and the Ge
Figure 7-1. A compilation of previous experiments is shown for forming Ti(Si$_{1-x}$Ge$_x$)$_2$ C54. The outlier data of Lai et al. is due to the introduced strain during the transformation[176][125][177][178].

is driven to segregate into the grain boundaries. A Ge-rich Si$_{1-z}$Ge$_z$ alloy forms in the grain boundaries until islands are visible with SEM. After some time, Si$_{1-x}$Ge$_x$ substrate, Ti(Si$_{1-x}$Ge$_x$)$_2$ germanosilicide, and Si$_{1-z}$Ge$_z$ islands reach an equilibrium where $y < x < z$ represent the relative Ge concentrations. Aldrich et al. proposed a model based on the heat of formation for TiSi$_2$, TiGe$_2$, and Ti(Si$_{1-x}$Ge$_x$)$_2$ C54. The heat of formation for TiSi$_2$ C54 is lower than TiGe$_2$, so the driving force for Ge segregation is lowering crystal energy. The entropy of mixing was not included in the studies. The same segregation was observed for Ti(Si$_{1-x}$Ge$_x$)$_2$ C49 but at lower annealing temperatures (<530°C for C49 and >570°C for C54).[181] The reason for the different segregation temperatures between C49 and C54 is unknown.
Silicides have been synthesized with pulse lasers using bilayers of a metal and Si substrate. Most of the studies were performed in the melt regime with near-noble metals. Previous works found the composition and microstructure of the silicide are different when grown in a furnace than by RTA.[182] The reason for the difference from thermal heating is the heating and cooling rate of laser annealing (on the order of 10^{10} Ks^{-1}). These short pulses enable the formation of metastable materials; thus, laser annealing provides an avenue for time resolved phase formation experiments.[183] Laser annealing has formed a metastable structure of TiSi_2 C40, which can bypass the C49 structure forming a complete C54 layer.[131–133] Though most studies focus on the laser melt region; silicide formation has been reported with fluences well below melt.[182]

Chen et al.[184] reported the earliest synthesis of TiSi_2 C54 with laser annealing. The Ti film thickness was 35 nm deposited onto (001) Si substrate. The laser system was a Q-switched Nd:YAG laser with a pulse width of 155 ns and a repetition rate of 10 kHz. The scanning speed and spot size of the laser resulted in an exposure time between 0.25 and 2.5 ms. The laser annealing was performed in air ambient. A combination of TEM, EDS, and Raman results determined the presence of TiSi_2 C54 with unreacted Ti at the surface. Based on computer simulation, Chen et al. showed the temperature remained below the melting point of Ti and Si. Thus, a solid reaction process is responsible for C54 formation. The reaction kinetics was studied for both reaction and diffusion limited cases. The silicide growth was found to follow a diffusion limited process.

Lu et al.[185] performed laser synthesis of TiSi_2 C54 with both a c-Si and a-Si substrates. The Ti thickness was 35 nm with a TiN capping layer of 15 nm. A continuous wave CO\textsubscript{2} laser was utilized with an exposure time in the millisecond regime. The sheet resistance measurements were performed with C54 being measured below 3 \(\Omega/\text{sq}\) at a fluence of 1.25 J/cm\textsuperscript{2}. XRD measurements confirmed that the fluence necessary for C54 transformation is reduced to 1 J/cm\textsuperscript{2} for amorphous Si substrate.
In this work, both a computational and experimental component are applied to the Ti(Si$_{1-x}$Ge$_x$)$_2$ material. The computational portion investigates the role of Ge concentration in the C40, C49, and C54 allotropes. The effect of mixing energy with Ge concentration and temperature is explored from first principles. The experimental component exposes bilayers of Ti-Si$_{1-x}$Ge$_x$ with laser pulses. The experiment is a first attempt to apply nanosecond laser pulses to achieve solid reaction of Ti-Si$_{1-x}$Ge$_x$ into Ti(Si$_{1-x}$Ge$_x$)$_2$.

7.2 Computational Methods

The calculations performed in this chapter are at the level of density functional theory using the Vienna Ab initio Simulation Package (VASP). For the exchange-correlation, the Generalized Gradient Method (GGA) and the Strongly Constrained and Appropriately Normed (SCAN) functional are used for calculating the enthalpy of the pseudobinary allotropes.[24–27, 29, 38, 56, 135, 136] The [3d 4s 4p] orbitals are included for the calculations with Ge potentials, while the [3d 4s] orbitals were included for the calculations with Ti potentials. The Si potential included [2s 2p] orbitals. The plane-wave cutoff is 520 eV. The volume and ions is relaxed simultaneously until the force on each atom was less than 0.01 eV/Å and a stress less than 0.02 GPa. Due to the presence of Ti metal atoms, Methfessel-Paxton was necessary for electron minimization because metal atoms introduce variational electron occupancies.[140] The Methfessel-Paxton method calculates more accurate forces for phonon calculations. The smearing of the Methfessel-Paxton method was converged to 0.05 eV width. The smearing is converged when the free energy and total energy of the calculation differ by less than 1 meV per atom.[186]

The Alloy Theoretic Automated Toolkit (ATAT) package[187][188][189] was used to generate the enthalpies of formation for C40, C49, and C54 Ti(Si$_{1-x}$Ge$_x$)$_2$ allotropes. The TiSi$_2$ phase unit cell relaxed in Chapter 6 was transformed into a primitive unit cell (as required by the ATAT framework). This primitive unit cell was used as the prototype for the increasing Ge concentration from x=0 to 1. For predicted Ti(Si$_{1-x}$Ge$_x$)$_2$ structures, A Monkhorst-Pack k-point mesh[137] was used with k-point per reciprocal atom (KPPRA) of density 10000.
The bulk Si$_{1-x}$Ge$_x$ phase is a random alloy with a solidus/liquidus phase boundary.[190] The determination of an ordered or random arrangement of Si and Ge in Ti(Si$_{1-x}$Ge$_x$)$_2$ has not been a subject of study. Therefore, to construct a random phase, the efficient Monte Carlo algorithm of the ATAT package[57] was used to generate a special quasirandom structure (SQS). A cubic supercell of 90 atoms was generated for concentrations of $x=0.1$ to 0.90 with the Ti atoms at static positions. Once the SQS was converged, the ions and volumes for each supercell were simultaneously relaxed using the VASP package. A 2x2x2 Monkhorst-Pack scheme was utilized for SQS relaxation.

The enthalpy of mixing for the SQS Ti(Si$_{1-x}$Ge$_x$)$_2$ pseudobinary is expressed for each allotrope by:

$$\Delta H_{mix} = E(Ti(Si_{1-x}Ge_x)_2) - (1-x)E(TiSi_2) - xE(TiGe_2) \quad (7-1)$$

Where $E(TiSi_2)$ and $E(TiGe_2)$ are the reference states of total energy per active site (Si and Ge sites). The TiSi$_2$ and TiGe$_2$ phases have the same crystal structure, so each Ti(Si$_{1-x}$Ge$_x$)$_2$ allotrope may show spinodal decomposition.[191]

This reference for enthalpy of mixing is the starting point for determining the spinodal transformation temperature. To calculate this temperature, the Gibbs free energy is related to the enthalpy:

$$\Delta G(x, T) = \Delta H_{mix} - S(x)T \quad (7-2)$$

Where $\Delta H_{mix}$ is calculated from DFT, $T$ is the temperature, and $S(x)$ is the configurational entropy. If the Si and Ge atoms are random in Ti(Si$_{1-x}$Ge$_x$)$_2$, the configurational entropy is calculated.

$$S(x) = -k_B(x\ln(x) - (1-x)\ln(1-x)) \quad (7-3)$$

where $k_B$ is the Boltzmann constant, $x$ is the Ge concentration. $\Delta H_{mix}$ is described as a regular solution given by:

$$\Delta H_{mix} = \Omega x(1-x) \quad (7-4)$$
Where $\Omega$ is the interaction parameter, this coefficient is related to the ordering of the pseudobinary system. The sign of the interaction parameter suggests how the Gibbs free energy is minimized. A positive parameter suggests Si-Ge bonds lower the Gibbs free energy than Si-Si and Ge-Ge bonds.

The interaction parameter is unknown for all the Ti(Si$_{1-x}$Ge$_x$)$_2$ allotropes. To determine the coefficient, the total energy for each SQS concentration was calculated using DFT. Knowing the total energy for the pure phases, the data points enthalpy of mixing was calculated. The enthalpy of mixing function was fit to the data points from DFT using a linear regression fit. From here, the Gibbs free energy can be calculated as a functional of temperature and the spinodal decomposition of Ti(Si$_{1-x}$Ge$_x$)$_2$.

7.3 Computational Results

The enthalpy of formation for pseudobinary Ti(Si$_{1-x}$Ge$_x$)$_2$ for allotropes is displayed (see fig. 7-2). The enthalpy, as a function of Ge concentration, is reference to the TiSi$_2$ and TiGe$_2$ pure phases. Figure 7-2 (a) and (b) show the C40 allotropes for the PBE-GGA and SCAN functional, respectively. The energies appear to agree between the two functionals; except that, the SCAN functional determines some additional structures with lower formation energies than PBE-GGA. Both functionals show energy increase between Ge concentrations of 0 to 0.5, and a subsequent decrease between 0.5 and 1.0 concentration. This behavior is related to the references being the same structure, and it indicates spinodal decomposition.

The C49 allotropes is displayed in Fig. 7-2 (c) and (d). For this structure, the PBE and SCAN functionals show a strong difference in energies. The structure with lowest formation energies for PBE-GGA, especially between 0.30 and 0.70, show a shift lower into lower energy for the SCAN functional. Furthermore, The SCAN functional predicts ground states for C49 at 0.5 concentration, which supports Ti(Si$_{1-x}$Ge$_x$)$_2$ as being an ordered phase. In Fig. 7-2 (d), a structure of 0.3 Ge concentration is close to the convex hull line, and its energy is less than 1 meV above the line. A final note, the SCAN functional suggest the C49 does not experience spinodal decomposition. However, the PBE-GGA also does not
support spinodal decomposition, but some structure energies are above zero, thus it cannot be ruled-out. The disagreement between the two functionals is attributed to the SCAN functional’s superior ability to handle simultaneous bonding types. From Chapter 6, The TiSi$_2$ and TiGe$_2$ phases were found to have both a covalent and ionic component to the enthalpy of formation. Therefore, for C49, the SCAN functional may calculate stronger covalent bonding, which lowers enthalpy of formation. An additional study of the C49 Ti(Si$_{1-x}$Ge$_x$)$_2$, like that of chapter 6, should divulge why PBE-GGA and SCAN calculate different formation energies. Figure 7-2 (e) and (f) shows an agreement for C54 between SCAN and PBE-GGA. That is, a spinodal decomposition is supported to be observed in experiment. Looking at the lowest formation energies produced, the SCAN functional results of Fig. 7-2 (f) do show lower formation energies with some structures lowering by more than 5 meV per site. Though many structures show enthalpy above the pure phases, the results of Fig. 7-2 do not suggest that the Ge concentration reduces structure stability. The reference choice suggests the TiSi$_2$ and TiGe$_2$ exist in equilibrium. Ti(Si$_{1-x}$Ge$_x$)$_2$ is grown as a bilayer of Ti and Si$_{1-x}$Ge$_x$, which suggests a Ti-rich reference.[117, 180, 192, 193] The mixing enthalpy of Ti(Si$_{1-x}$Ge$_x$)$_2$ needs further study with other reference energy choices, so a complete picture of Ge role in Ti(Si$_{1-x}$Ge$_x$)$_2$ allotropes. results suggest the materials will tend toward spinodal decomposition (i.e., segregation). This behavior is the result of TiSi$_2$ and TiGe$_2$ having the same structures.[191]

The special quasirandom structure results using 90 atoms is shown in Fig. 7-2. The data shown is calculated from PBE-GGA, and the enthalpy of mixing is imposed on the data from Fig. 7-2 (a), (c), and (e). The red line represents the linear regression fit of $\Delta H_{mix} = \Omega x(1 - x)$, where $\Omega$ is the unknown interaction parameter to be fit. The error of the fit between the quasirandom structure and curve is due to two major components: the PBE-GGA formation energy being influenced[194] by the presence of both semiconductor and metallic atoms, and the quasirandom structure not being truly random. Figure 7-3 (a) shows Both the ordered and quasirandom structures support spinodal decomposition of Ti(Si$_{1-x}$Ge$_x$)$_2$
Figure 7-2. Pseudobinary enthalpy of mixing for Ti(Si_{1-x}Ge_x)_2 allotropes with both the PBE (a, c, and e) and SCAN (b, d, and f) functionals shown. The data shown is the energy as calculated by VASP for numerous ordered structures. The functionals appear to agree for C40 (a and b) and C54 (e and f) structures.
C40. Also, the enthalpy energy for quasirandom structures are not the lowest energies for all concentrations. Focusing on the enthalpy fit, the quasirandom structures have a lower energy for concentrations of Ge around 0.10 and 0.9. The C49 quasirandom energies in Fig. 7-3 (b) support a spinodal decomposition. However, the concentrations closer to 0.5 are among the highest energies for C49. This result suggest the C49 structure is more likely to be ordered. The result for the C54 allotrope is shown in Fig. 7-3 (d). The C54 allotrope shows a similar trend as C40. The ordered structures approach concentrations of 0.5 are much lower than the quasirandom structures, and the ordered and quasirandom structures support a spinodal decomposition.

Figure 7-4 (a), (b), and (c) show plots generated from the regular solution model for Ti(Si$_{1-x}$Ge$_x$)$_2$ C40, C49, and C54. These figures are generated with adding the logarithmic contribution of entropy $-S(x)T$ to the fitted enthalpy of mixing. The resulting Gibbs energy of mixing for C40 in Fig. 7-4 (a) shows a spinodal region starting at room temperature. This downward curvature about 0.5 concentration suggests an uphill diffusion mechanism. This suggests a non-uniform concentration of solute Ge atoms as the atoms diffuse from high concentrations to low concentrations. Thus, the Ge atoms will unmix forming regions of Ti(Si$_{1-a}$Ge$_a$)$_2$ and Ti(Si$_{1-b}$Ge$_b$)$_2$. The Ti(Si$_{1-a}$Ge$_a$)$_2$ and Ti(Si$_{1-b}$Ge$_b$)$_2$ represent two simultaneous concentrations of Ti(Si$_{1-x}$Ge$_x$)$_2$. The uphill diffusion ends for temperatures above 700 K. The C49 (see Fig. 7-4 b) and C54 (see Fig. 7-4 c) show the same spinodal behavior with uphill diffusion stopping above 700 K. However, the energy calculations for C49 does not support a disordered phase, so the spinodal behavior is not likely to be observed.

### 7.4 Experimental Methods

Epitaxial c-Si$_{1-x}$Ge$_x$ ($x = 0.1, 0.2, \text{ and } 0.3$) films is grown on (001) Si substrate with a thickness of 45 nm. To create a Ti-Si$_{1-x}$Ge$_x$ bilayer, e-beam evaporation deposited 5 nm of Ti, and a subsequent 3nm layer of TiN is deposited using atomic layer deposition. The purpose of TiN is to protect the Ti layer from oxidation during nanosecond laser annealing in an air ambient environment. The sheet resistance of the samples is measured with Van Der Pauw
method. The Van Der Pauw equation was solved numerically to determine sheet resistance. For accurate sheet resistance measurement, the samples are first wet etched in diluted HF (100:1) for 30 seconds due to TiN forming a thin oxide.[62] Subsequently, the films are wet etched in SC-1 clean (NH3HO:H2O2:H2O) for 15 minutes to remove the TiN and Ti. The samples were cross-section using a FEI Helios nanolab 600 dual beam FIB/SEM. The SEM function of the Nanolab 600 is used for the SEM surface images post-etch. Micrographs of the samples is done with a FEI Tecnai F20 S/TEM instrument.
Figure 7-4. The Gibbs free energy of mixing for the pseudobinary system. The quasirandom structures show spinodal decomposition, shown as the red line, for Ti(Si_{1-x}Ge_x)_2 C40, (a) C49, (b) and C54 (c).

The nanosecond laser anneals are performed on an in-house instrument assembled for this work. The system utilizes two 1.2 J Q-switched Nd:YAG lasers with a second harmonic generation crystal for 532 nm laser. The two lasers output a 1 ns pulse. The lasers were built by continuum to output multiple modes to increase beam divergence. The increased divergence reduces the speckle (interference pattern) on the exposed sample. The power of the two lasers is controlled with motorized quarter-wave plates and a polarized beam splitter; the rejected laser energy is deposited into a laser beam dump. The two laser beams enter a pulse stretcher setup, which expands the pulse width to 48 ns. After the pulse stretcher, the beam is paralyzed with a 1 cm separation into an engineered diffuser and microlens array. The engineered diffuser increases the beam divergence, and the microlens array transforms the laser beam profile from a Gaussian profile to a square flat-top profile. Finally, a square aperture removes higher-order excitations of the microlens array. The two parallel square beams are focused onto the sample (the two beams are focused such that they are superimposed) with a 1 cm x 1 cm profile. The system loses 50% of the laser energy to reduce speckle and produce a square profile, and the
pulse stretcher efficiency is 83%. The maximum laser fluence which can be deposited into the sample is 600 mJ/cm².

The following model enables the calculation of temperature as related to the laser energy absorbed by the exposed sample. The model was developed for metals with free-electrons absorbing the energy due to the inverse Bremsstrahlung. However, the model can be used to describe pure silicon ablation.[195] In the nanosecond laser regime, the laser pulse duration is long in comparison with electron-phonon coupling time, or the amount of time need for the electron to transfer energy to the material’s phonons. In this case, the electron temperature is equal to the phonon temperature \((T = T_e = T_p)\).[195] This model enables a rough approximation of the temperature experienced by the c-Si_{1-x}Ge_{x} layer. The penetration depth of the laser energy can be approximated with the relation \(l_p = \sqrt{\alpha^2 \tau_{pulse}}\).[196] Where \(\alpha^2\) is the coefficient of thermal diffusivity, \(\tau_{pulse}\) is the pulse width of the laser. Once the depth of energy penetration is known, the absorbed energy per pulse can be related to a temperature jump from room temperature. This relationship is given with the equation \(E_{film} = \rho A l_p C_p \Delta T\).

One downside of laser annealing is the sample never experiences a constant temperature like furnace or RTA methods. This behavior is due to the rapid heating and cooling rates, which anneals the material far from equilibrium. Therefore, Arrhenius plots cannot be applied to laser annealing with accuracy. Analytical models can be applied to laser annealing to determine an effective temperature.[196][198] This work does not calculate an effective temperature using ordinary differential equation models. An approximate temperature is determined with calculating the amount energy needed to raise the temperature above room temperature.

Chen et al. states the laser annealing of TiSi₂ is a diffusion limited process while the fluence is below the melt regime.[184] Therefore, the thickness of Ti transformed into a silicide
is given by the integral.
\[ x^2 = A \int_0^t \exp \left( -\frac{E_a}{k_bT(t)} \right) \]  
(7-5)

Where \( A \) is pre-exponential material constant, \( k_b \) is the Boltzman constant; \( E_a \) is the activation energy; \( T(t) \) is the temperature as a function of time. The integral equation represents the amount of Ti transformed during a single laser pulse. In this work, The relationship between laser pulse and \( T(t) \) is as follows: An approximate laser pulse is constructed using a linear combination of two gaussian functions. The constants of the two pulses are altered until a single pulse of 48 ns is constructed, and the maximum fluence of the experiment is represented by the function. The equation \( E_{film} = \rho Al_pC_p\Delta T \) is used to replace the fluence of the constructed pulse with an effective temperature. The constructed pulse is applied to the integral and solved using numerical methods.

7.5 Experimental Results

The samples are irradiated at different pulse numbers, fluence, and Ge concentration. All the samples shown were wet etched for 15-20 minutes with SC-1 clean. Figure 7-4 shows the response of the material at different fluences. All samples in Fig. 7-4 are performed at a constant number of 90 pulses with a width of 48 ns. The 10% Ge concentration does not show a pattern with fluence, and this concentration does not show low sheet resistance comparable to the previous works in Fig. 7-1. The lowest fluence of 345 mJ/cm\(^2\) is measured with a sheet resistance of 28 \( \Omega/sq \). An increase of fluence to 375 mJ/cm\(^2\) drops the sheet resistance to 18 \( \Omega/sq \), which is the lowest sheet resistance among the samples. A subsequent fluence increase to 400 mJ/cm\(^2\) raises the sheet resistance 36 \( \Omega/sq \). The sheet resistance drops again at 475 mJ/cm\(^2\). The sheet resistance for the 30% Ge concentration follows a similar oscillatory pattern with sheet resistances between 32 to 44 \( \Omega/sq \). Based on previous works, The expected sheet resistance of a C49 structure should be under 10 \( \Omega/sq \) while the C54 would measure close to 1 \( \Omega/sq \). Figure 7-4 suggests no formation of Ti(\( \text{Si}_{1-x}\text{Ge}_x \))\(_2\) C49 or C54 allotropes at any fluence range below 475 mJ/cm\(^2\). Also, No evidence suggests a relationship between Ge concentration and sheet resistance from these samples.
Figure 7-5. The sheet resistant measurements performed on 10% and 30% Ge with 90 pulses at 48 ns. The fluences range from 350 to 475 mJ/cm$^2$. The figure suggests the Ti($\text{Si}_{1-x}\text{Ge}_x$)$_2$ C49 or C54 allotropes are not forming within the film.

Figure 7-5 shows a laser annealed sample exposed to 475 mJ/cm$^2$ with 48 ns pulses. This sample is exposed to 90 pulses at this fluence. The control sample in Fig. 7-5 (a) shows the three layers deposited on c-Si$_{0.8}$Ge$_{0.2}$. The figure shows the 5nm of Ti deposited and the 3 nm of TiN. As a byproduct of sample preparation, Pt is visible at the top of the panel. In Fig. 7-5 (b), the TiN is not present for the laser annealed sample due to the etch process for electrical characterization. This sample is exposed to a solution of NH$_3$OH:H$_2$O$_2$:H$_2$O (i.e., SC-1 clean) for less than five minutes. The wet etch solution is selective towards TiN and Ti metal, so the solution is routinely used to expose silicides. The wet etch exposure time only removed most of the TiN. From the micrograph, the 5 nm of Ti is still present suggesting the Ti was left unreacted. The white layer visible between Ti and Si$_{0.8}$Ge$_{0.2}$ is a focusing artifact.
of the TEM. This white layer can be removed with altering the TEM focus. A successful phase transformation occurs when interdiffusion of Ti, Si, and Ge into a critical concentration. The micrograph does not show a reduction of Ti. However, the c-Si$_{0.8}$Ge$_{0.2}$ is visible as an amorphous layer, which indicates melt. Therefore, from the micrograph, the fluence is too high for observing solid reaction between the layers.

Figure 7-6. A XTEM micrograph of a ns laser annealed sample (a) is compared with the control sample (b). The laser annealed sample is exposed to 90 pulses with a 48 ns pulse width and 475 mJ/cm$^2$ fluence. The TiN layer is lost for the exposed sample due to a five minute SC-1 clean etch.
Figure 7-5 (b) suggests a 475 mJ/cm² fluence induces melt of the semiconductor layer. Therefore, the minimum melt fluence is an important parameter to determine. To find the melt fluence, the number of pulses is reduced to one pulse (this work arbitrarily chose five pulses). If the layer melts, a ripple pattern will be observable in SEM. Samples are exposed with a series of fluences ranging from 400 mJ/cm² to 500 mJ/cm². Two samples are shown in Fig. 7-6 at two fluences. Figure 7 (a) is five pulses of 430 mJ/cm², and fig. 7-6 (b) represents a fluence of 500 mJ/cm². Neither SEM micrograph show ripples, which indicates no melt. Since no ripples are observed at 500 mJ/cm², No ripples should be observed for the lower fluence samples, and figure 7-5 (a) supports the conclusion that lower fluences will not show ripples. The indication that no melt during the exposure directly contradicts the micrograph results of fig. 7-5 (b). The micrographs do show regions of lighter contrasts. These regions are the remaining Ti after the etch. Some samples show different amounts of left-over Ti. Thus, the remaining Ti explains the deviation for sheet resistance observed in Fig. 7-4.

Figure 7-7. The SEM micrographs fo 430 mJ/cm² (a) and 500 mJ/cm² (b) laser annealed samples. No ripples are observed in the micrographs so no melt. The light contrast regions are due to remaining Ti post-etch.

Since no melt is observed, the next experiment focused searching for the number of pulses necessary to observe a solid reaction. A diffusion limited continuum model is applied with the transformation time being the laser pulse width. The laser pulse width is not an
accurate depiction of the temperature within the sample. Once the sample is exposed, the heat dissipates quickly, but the heat lasts beyond the time of the laser pulse. The activation energy for the Ti to fully transform into C54 is taken from Lee et al. The work of Lee et al. used an infrared laser with millisecond pulse width, and the experimentally determined transformation energy is 2.01 eV. Combining the activation energy with a diffusion-controlled model, a transformation width of 0.14 Angstroms is calculated for every laser pulse exposure. Though this value is not physical, this result is applied to determine the total number of pulses needed to transform 5 nm of Ti. Since the laser setup is 5 Hz, the heat is assumed to dissipate completely from each strike. Therefore, the number of laser strikes expected is 500 pulses. The fluence for the experiment is 500 mJ/cm² due to melt not being observed in SEM.

The electrical measurement is displayed in fig. 7-7 while the micrographs are visible in fig. 7-8. The electrical data is within the same range as the fig. 7-4 experiments. The highest sheet resistance is 48 Ω/sq with 100 pulses, and the lowest is 32 Ω/sq with 500 pulses. The 1000 pulse samples shows a slight increase of resistance to 42 Ω/sq. The electrical data results suggests no germanosilicide is forming during the laser anneal. The micrographs are shown in Fig. 7-8 with both panels showing the 500 pulse sample. The micrographs show a dramatic presence of surface features. Atomic force microscopy is need for a complete analysis, but the TEM suggests laser induced periodic surface structures (LIPSS). The presence LIPSS is related to two parameters of an experiment: the fluence is too high and/or the number of pulses is too high. Since this was not observed in SEM for 500 mmJ/cm², LIPSS is present due to the number of pulses.

7.6 Discussion

The first computational work on Ti(Si₁₋ₓGeₓ)₂ allotropes is presented in this work. This work shows the C40 and C54 allotropes are more likely to be disordered while the C49 allotrope is ordered. To further compare the quasirandom and ordered structures, the phonon contribution to free energy is suggested to be a future work. A phonon study would provide additional evidence on whether or not the allotropes’ lowest energy is ordered or disordered.
Figure 7-8. A bar graph relating the number of pulses that the samples is exposed and the resulting sheet resistance. All three samples are exposed to a fluence of 500 mJ/cm$^2$.

Figure 7-9. The TEM micrographs of a sample nanosecond laser annealed with a 500 pulse exposure at fluence of 500 mJ/cm$^2$. 
As mentioned earlier, the work by Aldrich et al. showed the Ti(Si\textsubscript{1-x}Ge\textsubscript{x})\textsubscript{2} phase segregates into a Si-rich Ti(Si\textsubscript{1-y}Ge\textsubscript{y})\textsubscript{2} and Ge-rich Si\textsubscript{1-z}Ge\textsubscript{z} phases. This phase segregation was observed for both the C49 and C54 allotropes.\textsuperscript{[180][192]} This work does not use the references enabling a direct comparison. However, this work does suggest the Ge segregates to from two different compositions for the C54 structure. The phase segregation suggests the Ge-rich Si\textsubscript{1-z}Ge\textsubscript{z} phase has a lower chemical potential than Ge-rich Ti(Si\textsubscript{1-y}Ge\textsubscript{y})\textsubscript{2}. Future work should include references for studying this phase segregation directly.

This work attempted several process approaches to from the allotropes of Ti(Si\textsubscript{1-x}Ge\textsubscript{x})\textsubscript{2} with nanosecond laser annealing. No prior studies include nanosecond laser anneal formation of Ti(Si\textsubscript{1-x}Ge\textsubscript{x})\textsubscript{2}. Ideally, the Ti(Si\textsubscript{1-x}Ge\textsubscript{x})\textsubscript{2} films would form below melt fluence to determine the feasibility of the technique. A successful formation would enable the extent of Ge segregation as compared with Aldrich et al.\textsuperscript{[176, 180]} A successful reaction could also yield the first observation of a metastable Ti(Si\textsubscript{1-x}Ge\textsubscript{x})\textsubscript{2} C40 structure.\textsuperscript{[132]} These approaches include fluence and number of laser pulses, which all attempts did not produce a film. The failed reaction is supported from sheet resistance measurements and micrographs. In a last attempt, the fluence and number of pulses induced laser surface effects of the Si\textsubscript{1-x}Ge\textsubscript{x} surface.

One possible explanation is the total anneal time is too short for germanosilicide formation. The undercooling of laser annealing causes rapid heat dissipation. Also, the 5 nm Ti thickness is much shorter than the laser wavelength, so the layer is mostly transmissive into the Si\textsubscript{1-x}Ge\textsubscript{x} layer. Thus, the dominant energy absorber is the Si\textsubscript{1-x}Ge\textsubscript{x} layer, and the heat dissipation rate is accelerated with additional cooling from the Ti layer. Successful formations of silicide with laser anneals have been performed in the millisecond regime.\textsuperscript{[182, 184, 185, 199]} Though the heating profile lasts beyond the exposure, the total heating time of nanosecond annealing will be significantly shorter than millisecond regime. The heating time is important for bilayer films because the metal and semiconductor must interdiffuse into a critical concentration. Based on the calculated diffusion limited model, the transformation thickness of a 45 ns pulse is 0.14 angstrom, which is a value much smaller than a single
unit cell. However, these calculations were performed assuming the heating time perfectly matched the laser pulse exposure time. A next step would be to implement heating models for a single laser pulse. These heating models would enable a more accurate temperature profile for the diffusion-limited model.\cite{196,198} A more accurate model would predict the minimum fluence and pulse widths necessary to observe a transformation. If minimum values cannot be discovered, the bilayer setup is not feasible for phase transformation. Following experiments should consider the co-sputtering of Ge, Si, and Ti films.

Another explanation for the failure of phase transformation is the choice of films. The Ti layer thickness is a significant contributor to the formation of C54 for silicides. The transformation temperature increases with decreased Ti thickness due to the fine-line effect. This relationship between transformation and film thickness has also been found important for Ti(Si$_{1-x}$Ge$_x$)$_2$ transformation. At 10% Ge concentration, Aldirch et al. determined the phase transformation temperature increased with decreasing Ti films down to 10 nm. Samples annealed to 770°C only formed C49. This work incorporated 5 nm Ti films, so the fluence required to observe a phase transformation also increases along with temperature. A 5 nm Ti layer may require a fluence beyond the capability of this work’s system. Even if higher fluences could be achieved, a higher fluence increases the thermal gradient in the film enabling the formation of multiple phases, and a higher fluence increases the risk of laser surface effects. Thus, experiments with 5 nm of Ti may be outside the scope of laser annealing. Currently, the lasers’ fluence level relationship with Ge segregation is unknown, so a relationship between increased sheet resistance and increased Ge segregation from requiring higher fluences cannot be stated.

The Si$_{1-x}$Ge$_x$ layer itself contributes to the transformation temperature. Cheng et al.\cite{200} coated the backside of a Si (001) wafer with SiO$_2$ and CoSi$_2$. The SiO$_2$ induced a compressive strain while CoSi$_2$ introduced tensile strain. The front side of the wafer was coated with 30 nm of Ti for RTA heat treatments between 600°C to 1000°C. The work concluded that films under a tensile strain showed thicker silicide films as apposed to films under compressive strain.
The compressive strain was found to hinder the mobility of Si into the Ti film. The relationship between compressive strain and phase transformation was also observed with Lai et al. (see Fig. 7-1)[125] In a three layer sample, the top Si$_{1-x}$Ge$_x$ layer is fully relaxed with a Si$_{1-y}$Ge$_y$ layer inducing compressive strain. Figure 1 shows the lowest sheet resistance shifts from 600°C to 800°C due to compressive strain. Relating to the Ti-Si$_{1-x}$Ge$_x$ reaction, The Ge concentration in Si is well known to introduce compressive strain.[8] Therefore, the compressive strain is retarding the mobility of Si and Ge atoms into the Ti layer. This problem is exaggerated for laser annealing since the energy absorber is the Si$_{1-x}$Ge$_x$. The laser does not deposit heat into the Ti layer for Ti atom mobility into the Si$_{1-x}$Ge$_x$. The Si and Ge atoms are the only mobile atoms for interdiffusion, so a retardation of these atoms mobility hinders the phase transformation more significantly. Future experiments should perform the nanosecond laser anneal experiments on Si wafers with 5 nm Ti films. A successful transformation of TiSi$_2$ would strongly suggest the Ge hinders Ti-Si$_{1-x}$Ge$_x$ reaction.

7.7 Chapter Summary

In this chapter, computational and experimental first attempts are made for the Ti(Si$_{1-x}$Ge$_x$)$_2$ phase. The computational work focused on the equilibrium thermodynamics from first-principles. The enthalpy of formation for Ti(Si$_{1-x}$Ge$_x$)$_2$ is calculated with ordered and quasirandom structures of the C40, C49, and C54 allotropes. This work found the C40 and C54 structures are more likely to be disordered. The C49 structure is more likely to be ordered due to ordered structures near the 0 eV line for PBE-GGA, and these structures calculated as ground state structures with the SCAN functional. Due to the choice of reference energy, the work could not be directly compared with experiment. However, this work does suggest the Ge atoms segregate, which is observed for Ti(Si$_{1-x}$Ge$_x$)$_2$ films.

This work performed the first attempt on nanosecond laser annealing of Ti-Si$_{1-x}$Ge$_x$ reaction. A solid reaction of the bilayers was not observed to form any Ti(Si$_{1-x}$Ge$_x$)$_2$ allotrop or any Ti-Si-Ge ternary phase. The lack of reaction is attributed to three major contributors. Due to undercooling, the heat dissipation is too great for the diffusion to reach a critical
concentration. The choice of Ti thickness increases the activation barrier and temperature for phase transformation. Lastly, the compressive strain introduced with the Ge atoms may retards the mobility of Si and Ge. Further work is necessary to understand the rat limiting step.
CHAPTER 8
CONCLUSION

This dissertation focused on two material systems for enhancing device performance to keep pace with Moore’s Law. These materials are the highly doped (HD) Si:P and the Ti(Si$_{1-x}$Ge$_x$)$_2$ films. Both films reduce the contact resistance between metal-semiconductor contacts, and the HD Si:P also introduces tensile strain for electron mobility enhancement. The Ti(Si$_{1-x}$Ge$_x$)$_2$ films are studied from the perspective of DFT and nanosecond laser annealing.

For the highly doped films, the origin of the strain is unsettled science with different perspectives as to the origin of the strain. One perspective suggests the strain is due to a Si$_3$P$_4$ nanophase within the HD Si:P film, and the strain is caused by the smaller lattice constant of this nanophase. If the Pseudocubic Si$_3$P$_4$ phase is viewed as a single unit cell within a Si matrix, the system is reduced to a P$_4$V cluster defect, which is a vacancy surrounded by four P atoms. Whether the nanophase or defect cluster contributes to strain directly, or Si-P bonds cause the strain only is currently unknown. However, this work introduces new evidence for whether the system exists as a nanophase or defect cluster. Epitaxial and precipitate strain is introduced to pseudocubic phases so that metastability can be studied in these growth environments. The pseudocubic phases of the Si:P, Si:As, Ge:P, and Ge:As systems (e.g., Si$_3$P$_4$, Si$_3$As$_4$, Ge$_3$P$_4$, and Ge$_3$As$_4$) are studied due to their relevance to the semiconductor industry. Each pseudocubic phase has different lattice constants and thus introduce adjustable amounts of semiconductor strain. Since strain alters the band structure, these phases have the potential for property engineering in such applications as optoelectronics. The pseudocubic and ground state phases of these systems are strained and referenced to the works of Sun et al. to test metastability. From the study, it is found that the ordered pseudocubic phase of Si$_3$P$_4$ is unlikely metastable under precipitate and epitaxial conditions. It is also predicted that the pseudocubic Ge$_3$As$_4$ and Ge$_3$P$_4$ phases are not energetically favorable in the unstrained bulk case. Though the Si$_3$As$_4$ phase shows some promise for metastability,
the enthalpy of formation is close to the 0 eV line, so the potential for instability cannot be ruled out. This work shows from the perspective of DFT that the nanophase of Si$_3$P$_4$ is unlikely to form. However, an experimental perspective is still preferred to observe this prediction directly. Therefore, a technique that can detect local bonding structure is utilized to distinguish whether the system exists as a nanophase or defect cluster. STEM mode EELS is the technique used for this work Since the EXELFS region of the measurement is known for local structure information. A Nion 100, VASP, and FEFF9 are the three tools for comparing experimental and theoretical EELS spectra. The conclusion was that the instrument was able to detect the presence of P atoms only; the local structure could not be determined using the comparison of EXELFS and simulation. The reason being, the Z number of P and Si are one atom apart, so the spectra are superimposed, making deconvolution impossible for this work. Therefore, the most persuasive evidence this dissertation can present for determining the presence of a nanophase or cluster defect is computational formation energies.

The Ti(Si$_{1-x}$Ge$_x$)$_2$ phase is separated into TiSi$_2$ and TiGe$_2$ phases to simplify the study. The Ge atoms reduce the formation temperature of Ti(Si$_{1-x}$Ge$_x$)$_2$ C54, and the reasoning behind the reduction is studied by comparing the TiSi$_2$ and TiGe$_2$ phases. The ground state structure for TiSi$_2$ is found to be the C49, while the ground state for TiGe$_2$ is C54. These ground states suggest the Ge atom prefers the C54 structure, so it lowers the formation temperature for the C54 allotrope. To understand the mechanism, the extended born model is presented to justify the study of these systems bonding components. The TiSi$_2$ C54 structure shows instability from the density of states (DOS) that is from the Fermi level suggesting unfilled bond orbitals. The TiGe$_2$ C54 structure suggests fully occupied orbitals from the DOS plots. Therefore, the C54 is the ground state structure for TiGe$_2$, and not TiSi$_2$ can be explained from covalent bond stability. Bader analysis is performed to determine if charge transfer is relevant for these systems. The charge transfer was similar for both TiGe$_2$ and TiSi$_2$, which suggests Ge does not make different ionic bonding behavior for changing the enthalpy of formation. Finally, the charge density difference (CDD) plots are applied to provide
an additional qualitative agreement for the results of the DOS and Bader analysis. The CDD shows both charge transfer and hybridization for the TiSi₂ and TiGe₂. The CDD suggested a hybridization between the Ti and Ge while hybridization was not observed in TiSi₂. Therefore, the further hybridization between the Ge and Ti atoms lower the enthalpy of formation of the C54 structure.

The final chapter of this work attempted a pseudobinary study of Ti(Si₁₋ₓGeₓ)₂ from first-principles and nanosecond laser annealing of Ti-Si₁₋ₓGeₓ bilayers. The pseudobinary study is performed with VASP and ATAT to determine the enthalpy of formation of different Ge concentrations. The work found that C40 and C54 structures are more likely to prefer disordering of Ge while C49 prefer ordered structures. Temperature is introduced to these structures with a parabolic fit of the ideal solution model, assuming truly random ordering. Since C54 is more likely to be disordered, the model suggests phase segregation into a Si-rich Ti(Si₁₋ₓGeₓ)₂ and Ge-rich Ti(Si₁₋ₓGeₓ)₂. Phase segregation is observed in the Ti(Si₁₋ₓGeₓ)₂ phase experimentally segregates into a Si-rich Ti(Si₁₋ₓGeₓ)₂ and Ge-rich Si₁₋ₓGeₓ. More work is needed to include the chemical potential of Si₁₋ₓGeₓ concentrations so that this computational work can be directly related to the experimental works of Aldrich et al. Finally, the nanosecond laser annealing of Ti-Si₁₋ₓGeₓ bilayers is the first attempt in this dissertation. A solid reaction is not observed between the layers, which suggests the processing windows of this work should be avoided in future works.
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