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Abstract

Hardware Trojans are malicious changes to the design of integrated circuits (ICs) at different stages of the design and fabrication processes. Different approaches have been developed to detect Trojans namely non-destructive (electrical tests like run-time monitoring, functional and structural tests) and destructive (full chip reverse engineering). However, these methods cannot detect all types of Trojans and they suffer from a number of disadvantages such as slow speed of detection and lack of confidence in detecting all types of Trojans. Majority of hardware Trojans implemented in an IC will leave a footprint at the doping (active) layer. In this paper, we introduce a new version of our previously developed “Trojan Scanner” [1] framework for the untrusted foundry threat model, where a trusted GDSII layout (golden layout) is available. Advanced computer vision algorithms in combination with the supervised machine-learning model are used to classify different features of the golden layout and SEM images from an IC under authentication, as a unique descriptor for each type of gates. These descriptors are compared with each other to detect any subtle changes on the active region, which can raise the flag for the existence of a potential hardware Trojan. The descriptors can differentiate variation due to fabrication process, defects, and common SEM image distortions to rule out the possibility of false detection. Our results demonstrate that Trojan Scanner is more reliable than electrical testing and faster than full chip reverse engineering. Trojan Scanner does not rely on the functionality of the circuit rather focuses on the real physical structure to detect malicious changes inserted by the untrusted foundry.

1. Introduction

Outsourcing integrated circuit (IC) design, fabrication, and test facilities have reduced the costs and time to market. Building and maintaining an advanced technology node foundry can cost up to several billion of dollars [2]. Hence, most of the design companies have become fabless or they have migrated their fabrication team offshore [3], on which they have to rely for fabrication. Outsourcing semiconductors fabrication also brings in trust issues between design house and foundry, because the latter has full access to all the design details including GDSII layout and test vectors (test inputs and test responses). As a result, this trust issue has opened up an avenue to various types of threats in ICs including hardware Trojan insertion, overproduction, IP piracy, and out-of-specification/defective ICs appearing in the market [4].

Among all of these trust issues, hardware Trojans are the most dangerous threat as they can compromise the security and trustworthiness of a system and they are very difficult to detect due to their stealthy nature [5]. Hardware Trojan is a malicious modification to the circuit during any phase of design, integration or fabrication [6]. Using hardware Trojan an adversary can cause a denial of service, control (integrity violation) or leak (confidentiality violations) sensitive information from the system. The hardware Trojans can be a major threat to all electronic devices, civilian applications and most importantly military and space systems. There have been instances reported where a system's security was compromised because of suspected "back-doors" [7] [8].

Hardware Trojans can be inserted during any step of the IC design process due to the involvement of untrusted entities [9]. The classification of different kinds of Trojan insertion scenarios into attack models is essential to understand the origin of the hardware Trojans and hence to develop detection techniques and countermeasures based on the model. For the sake of simplicity, one could assume that IC design involves three main entities, namely (1) third-party intellectual property (3PIP) vendors who provide functional blocks i.e., IP blocks, (2) system-on-chip (SoC) developers who develop the architectural platform for a design and (3) the last entity is the foundry that fabricates the ICs. There can be different kinds of attack models based on the trust assumption with any of these entities [10]. Among them, the threat model of the untrusted foundry has been widely discussed in the hardware security community [10]. In this model (Fig. 1), the foundry is the only untrusted entity and perceived as a threat for malicious hardware insertion during fabrication. A Trojan can be inserted in unused spaces on the chip or by moving the cells in the layout to create space for inserting Trojan. Further, Trojan can replace a de-coupling MOS capacitor or existing filler cells. It can also be created by re-sizing the existing cells or by thinning, interconnects which can cause an early failure (i.e. denial of service attack). Each reliability hardware Trojans are the only one with no physical footprint on the doping layer, among all types of Trojans (categorized based on their physical, activation, and action characteristics). Fortunately, they can be easily detected by other means including accelerated wear out/aging tests [11] or transient/quiescent current test methods (IDDT/IDDQ) [12]. This paper is focusing only on the hardware Trojans with footprint changes at the active layer and only concerned with the untrusted foundry model, where a golden layout is assumed to be available.
There has been extensive research on detecting hardware Trojans using run-time monitoring [13] and logic test approaches [4] [14] [15] [16] [17] [18]. However, such detection techniques have a serious number of limitations. For example, the run-time monitoring techniques increase resource utilization on IC by using on-chip sensors or structures to detect malicious activities. Such techniques consume extra CPU usage, power, memory and silicon area on the chip while the confidence in detection is quite low especially when Trojan is activated under rare condition. While test time methods like logic testing cannot easily detect large Trojans as it is difficult to generate test vectors for triggering them, side channel signal analyses approach needs a golden IC and it is vulnerable to circuit noise and process variations hence they cannot detect small size Trojans [19]. As a result, the confidence level in detecting Trojans using the above-mentioned techniques are quite low. Another approach discussed in the community is a destructive method, where the full-blown reverse engineering of the IC must be performed [20] [21]; in this case, a chip is fully reverse engineered [22] to reconstruct the circuit netlist. This approach is quite expensive, slow, and requires more than tens of ICs to successfully reverse engineer the chip. The sample preparation and delayering process are very sensitive and destructive; therefore, many samples are sacrificed before the right recipes for delayering are prepared. However, we believe that the reverse engineering of a chip for trust verification is the most effective one for the untrusted foundry threat model.

Over the past decade, not much attention was paid to Trojan detection using physical inspection techniques due to the high cost of advanced microscopy machines. However, with the advancements in the microscopy, these instruments are more prevalent in labs and available to the public, and easier to rent by hours or purchase today. Courbon et. al [23] [24] proposed the basic concept of image processing to detect Trojans using SEM images. They used front side SEM imaging and basic image processing functions like histogram equalization and image subtraction to detect Trojan insertion in the form of logic gates and transistors. They covered addition of logic gates or transistors as a Trojan insertion approach. Bao e.t. al [25] proposed a machine learning based technique to hardware Trojans. Their approach detects the changes in metal layers in IC but does not cover the detection of Trojans implemented by modifying doping regions. Using the backside approach, Zhou e.t. al [26] have used infrared based optical imaging to detect a Trojan implemented by replacement or re-routing of the standard cells. This approach would miss the small Trojans or minor changes at the active region because the resolution of infrared optical imaging is not sufficient to detect changes at the nanometer scale.

In our previous work [1], we have introduced a new hardware Trojan detection technique called Trojan Scanner, which uses SEM images of a golden chip as a reference to detect Trojan; however, a golden chip may not be always available for comparison. In this paper, we propose a new version of Trojan Scanner to detect hardware Trojans by comparing a golden layout with the SEM image taken from the backside of an IC under authentication (IUA). Here, we make the following contributions:

- The new Trojan Scanner framework is based on SEM imaging of a backside thinned IC. Compared to the front side approach, the sample preparation is easier for backside imaging, as it does not require complicated layer-by-layer wet/dry etching processes for removing heterogeneous layers i.e. metal, silicon oxide and polysilicon layers.
- Using supervised machine learning and image processing, Trojan Scanner identifies unique logic cells as a descriptor from the layout and SEM image of an IUA. As mentioned earlier, the majority of Trojans inserted by an untrusted foundry will have to make some modification (even minor) to the doping layer. These changes can be easily detected from backside without the need to reconstruct netlist or understand the functionality of IUA. During IC authentication, this method does not need involvement of an engineer for whole die imaging, image enhancement, comparison, and decision-making. Hence, the entire detection process can be automated.
- The descriptors consider doping area variations due to process variation, defects or SEM imaging noise to detect differences between a golden IC layout and IUA SEM image descriptor with high confidence.
- Since it is not expected for a user to have access to golden IC, the new Trojan Scanner technique addresses the shortcoming of the previous one, as it does rely on the availability of a golden chip.
- Imaging is an important step of the physical inspection and high dwelling time imaging usually takes a long time. As a result, Trojan Scanner takes low dwelling time and resolution images to reduce detection time significantly as supported by our results.

The remainder of this paper is organized as follows: Section 2 introduces the hardware Trojan taxonomy in detail. Section 3 introduces our new version of detection technique called Trojan Scanner 2.0. Next, we discuss the detection rate and results of Trojan detection in Section 4. Finally, we conclude this paper with our findings in Section 5 with a brief discussion about future work.
2. Trojan Taxonomy

Hardware Trojans can be classified based on their physical, activation and action characteristics [6].

1. **Physical Characteristics:** Hardware Trojans can be classified based on the type of geometrical modifications in the chip layout. It can be further subcategorized based on their (i) Functional category which includes Trojans that are implemented by addition or deletion of transistors (logic gates) and (ii) Parametric category which includes the modification of existing interconnects, via, or logic inputs. For example, thinning or widening of interconnects (critical path like power, ground line or a clock tree) [27].

2. **Activation Characteristics:** Some hardware Trojans are always on, taking actions such as leaking sensitive information or monitoring circuit activities; others remain silent until they are triggered by a particular event or stimulus i.e. triggers. Based on triggering condition they can be classified as (i) internally triggered (activated by an event inside the chip) for example, temperature, voltage or frequency change etc. and (ii) externally triggered (any user input in the form of a data stream or any other communicating signal). An externally triggered Trojan needs a sensing circuitry to receive the trigger signal [28].

3. **Action Characteristics:** These Trojans are classified on the basis of the malicious behavior they introduced in the chip or a system. Based on their action they are classified into three categories: (i) **Modify Function** (changing the chip function through addition, removal or modification of a logic circuitry), (ii) **Modify Specification** (changing chip parameters like delay by modifying interconnects and transistor geometries) and (iii) **Transmit Info** (transmitting information to adversary) [6].

Since Trojan Scanner is based on physical inspection of the backside of the chip, irrespective of the circuit functionality, in this paper, we keep our discussion on Trojans categorized by their physical characteristics only.

3. Trojan Scanner 2.0

Trojan Scanner 2.0 is divided into five major phases: A) Sample preparation; B) Rapid SEM imagining; C) Image preprocessing of images; D) Feature clustering and gates recognition using K-means and multi-class support vector machine (SVM); and E) Detection of gate-level changes between a golden layout and IUA SEM image (see Fig. 2).

3.1 Sample Preparation

In this work, we use a smart card as our test sample. The smartcards are commonly used in financial payment systems like credit/debit cards, communication systems like cellphone SIM card or satellite television box and as an identification card by employers or as a national ID in some countries. Hence, an adversary can easily steal sensitive or confidential information, cause a data breach, and cause financial loss to a smart card using entities by implementing a Trojan in the circuitry.

A smart card die (see Fig. 3) is encapsulated into a thin epoxy resin, which is packaged into a plastic shield on one side and a metallic contact pad on another side. Smart card chip decapsulation begins with removing the die by cutting the package with a sharp cutter. The die that is covered by epoxy resin can be further de-capsulated by using a few drops of fuming nitric acid followed by an acetone and iso-propyl alcohol wash. The silicon substrate is further thinned by using precise polishing equipment VarioMill [29].

![Figure 3. Sample preparation: (a) Smart card, (b) Packaged die removal, (c) Bare die and (d) Backside thinned die mounted on SEM stub.](image-url)
3.2 SEM Imaging

The objective here is to scan the whole die as fast as possible while capture sufficient feature details so to compare with the chip layout; this will significantly reduce the Trojan Scanner processing time. The timing and quality of the SEM images depend on the following SEM parameters. We have compared the effects of these parameters by varying one parameter at a time while keeping all other parameters constant (see Fig. 4).

i. **Beam voltage** - A 5kV beam can expose active regions while imaging from the backside, whereas 10kV, can further expose sub-surface features including the polysilicon and higher metal layers.

ii. **Field of view (FOV)** - A big field of view covers more features, but they are blurred because of the low magnification. Imaging time increases with the decrease in the field of view.

iii. **Dwelling time (speed)** - A higher dwelling time increases the signal-to-noise ratio of the image hence better quality of SEM images, but it increases the time to capture images. Meanwhile, it also affects the surface charging that can introduce artifacts in imaging.

After setting the above-mentioned parameters, the microscope can be programmed to scan the whole die in the form of small windows of images and these individual images are then stitched together to create a complete panorama image.

The SEM imaging data in Table 1 summarizes the SEM image acquisition time to finish scanning of a 1.5mm x 1.5mm die, with different field of view versus dwelling time for 2048x2048 resolution. One can easily conclude based on the images in Fig. 4 and imaging time data in Table 1 that the images captured with a large field of view, small dwelling time takes less imaging time, but these images are unsuitable to detect changes. A small field of view with large dwelling time can capture the superior quality of images but it is collecting more data than required and makes the imaging process very long. Hence, there is a trade-off between the imaging time and suitable quality of images, to get better results for Trojan detection. To balance the time consumption and detection confidence, optimum SEM parameters are used (highlighted in green).

<table>
<thead>
<tr>
<th>Dwelling Time (µs/pixel)</th>
<th>Field of View (µm x µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6 s</td>
</tr>
<tr>
<td>3.2</td>
<td>14 s</td>
</tr>
<tr>
<td>10</td>
<td>1 min 25 s</td>
</tr>
<tr>
<td>32</td>
<td>2 min 52 s</td>
</tr>
</tbody>
</table>

3.3 Feature Identification

To simulate the presence of hardware Trojan in our IC, we have created similar looking doping region layout from the SEM image. Some of the logic gate footprints were modified in layout so that the areas of change in IUA SEM image can be emulated as a hardware Trojan. The feature identification includes four important parts as described below.
3.3.1 Image Pre-processing

In order to obtain a reliable shape descriptor for feature recognition, the gates need to be segmented from the blurry background, and the noise in SEM images needs to be removed [30]. Hence, it is necessary to apply image pre-processing algorithms to obtain clear features for characterizing them with a unique descriptor. The pre-processing of images for better feature detection involves the following steps (see Fig. 5):

- **Histogram equalization** - This method enhances image contrast by flattening pixel intensities [31] and the intensity of features can be better distributed on the histogram. This allows the SEM image features (logic gates at doping region) to gain better contrast as compared to the dark background. It is a well-developed and successfully used method in applications using medical and radar image processing [32].

- **Gaussian blur** - Gaussian white noise is considered as the predominant type of noise in SEM image [33]. A low pass filter called a Gaussian filter with the kernel size [34] of five is applied to address this problem.

- **Median filter** - The median filter is a smoothening technique that can effectively remove noise from the images and at the same time, it can preserve the edges information effectively [35][36]. In our work, edge detection with high accuracy is of critical importance to detect every unique footprint of a logic gate / digital circuit cell. Some of the features of our SEM images are very thin and have a very small number of pixels (i.e. two) to represent them, therefore, a small sized (i.e. size of 3) median filter is used.

- **Thresholding** – Binary Thresholding can segment the grayscale image into a binary image. It can remove the dark background and segment active region features for generating a shape descriptor.

3.3.2 2D Fourier Shape Descriptor

There are various well-developed 2D shape descriptors that generally fall into three categories based on: Contour, Silhouette and Hybrid which is the on fusion of contour and silhouette. To make our SEM features representation and classification faster, we use contour-based descriptor as it reduces the number of pixels for calculation. 2D Fourier feature descriptor (FD) is one of the most promising methods due its simplicity and robustness (image rotation or distortion noise) [37]. This feature descriptor is based on Fourier transform, it is easy to implement and requires less computational effort as compared to other contour-based descriptors such as the wavelet descriptor (WD) and the curvature scale space descriptor (CSS). These FDs can easily describe the closed shape of p-doped and n-doped active regions connected to the power and the ground rail of the circuit. FD for every logic gate (cell) can be obtained through extracting contour coordinates from a closed 2D shape, calculating shape signatures, and applying Fourier transform.

1) The contour coordinates are usually obtained from shape silhouette/mask (e.g. the threshold gate mentioned above).

<table>
<thead>
<tr>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
<th>(d)</th>
<th>(e)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original SEM image</td>
<td>Gaussian filtering</td>
<td>Thresholding</td>
<td>Median filtering</td>
<td>Histogram equalization</td>
</tr>
</tbody>
</table>

**Figure 5. Image pre-processing.** (a) Original SEM image, (b) Histogram equalization, (c) Gaussian filtering, (d) Median filtering and (e) Thresholding.

2) The shape signatures mostly are centroid distance, complex coordinates, triangular centroid area, and the length of the chord. According to [38], the centroid distance is sufficient to distinguish between different shapes of logic cells/gates.

3) The Fourier transform is applied to the shape signature as equation (1):

\[
F[k] = DFT(C[n]) = \frac{1}{N} \sum_{n=0}^{N-1} C[n] e^{-j2\pi nk/N}, \quad k = 0, 1, ..., N - 1 \tag{1}
\]

Where \(F[k]\) is the Fourier transform of the coordinates at \(k^{th}\) shape signature denoted by \(C[n]\)

The logic gate/cell are not a closed shape feature (see Fig. 7). In order to apply Fourier descriptor to the whole gate, we segment each gate/cell as upper and lower part from the center, calculate the 20 Fourier coefficients for every part separately and concatenate them to generate a 40 dimensional FD vector for each gate by using equation (2)

\[
FD_g = [f_{upper}[i], f_{lower}[i]], i = 0, 1, ..., 19 \tag{2}
\]
3.3.3 Multi-class SVM Classifier

In this study, the classifier is responsible for recognizing the gate types based on the SEM images, which is the key decision-making entity for hardware Trojan detection. Previously Kulkarni et. al [40], Bao et. al [25] used one-class SVM to detect hardware Trojans. Another more efficient solution is to employ multi-class SVM to perform the same task in parallel. Once the multi-class predictor is well trained, it can be efficiently applied on overall SEM image and validate different types of logic gates. In addition, the RBF kernel has used in multi-class SVM, which is more efficient in distinguishing between non-linearly separable classes [41]. In this study, SEM images of different types of gates are labeled and fed to the classifier for training.

3.3.4 Matching Engine or Predictor

After training the predictor, the golden layout is used as a dictionary of logic cells to search target logic cells at the corresponding location in SEM image. Next, the targeted logic cells from SEM image are segmented and assigned a unique Fourier descriptor. Once the matching is made between the Fourier descriptor and predictor, a decision can be made on the authenticity of the logic cell whether the gate is genuine or changed maliciously.

For example (see Fig. 6), there are two instances of a logic gate (labeled Gate-2) in the first row of the layout at cell location 2 and 5. If we search these logic gates at the corresponding location of the SEM image, we find gate1-2 and gate1-5 with assigned a Fourier descriptor FD1-2 and FD1-5 respectively. Using predictor when both of these SEM and layout descriptors are compared on one gate is found to be modified and another one as unchanged.
4 Results

4.1 Data samples

To demonstrate the detection of any kind of change, we recreate a layout of doping area based on the smart card die’s SEM image (see Fig. 8) to mimic the presence of a hardware Trojan. In addition to this, we captured two data sets of IUA images with different imaging time i.e. 32 µs/pixel (Speed: 6) and 10 µs/pixel (Speed: 5) while other parameters are kept same (see Fig. 9). Based on the above-mentioned image processing and Fourier descriptor techniques a unique feature vector is assigned to golden layout and IUA images.

Figure 8. (a) Layout of the smart card chip (b) SEM image of the corresponding area. (Circled areas reflect modification or insertion of the logic cell.)

The training data set can be generated by using the SEM images captured under different imaging conditions (see Fig. 9). These different SEM images have different levels of noise and pixel counts. As a proof of concept, we identified nine types of logic cells for training our model (see Fig. 10).

Figure 9. SEM images obtained by different imaging speed. (a) Speed 6: 32 µs/pixel and (b) Speed 5: 10 µs/pixel.

4.2 Performance of Predictor

The multi-class SVM is trained with RBF kernel and verified by using five cross-validations. Fig. 11 shows the learning curve of the classifier training procedure for SEM images captured at two different imaging conditions i.e. SVM 6: Speed 6 & SVM 5: Speed 5.

According to the classifier curve, the average recognition accuracy for 9 types of logic cells is 98±2% and 89±4% in SEM image with speed of six and speed of five respectively. The Trojan detection accuracy approaches nearly 100% when using a good quality (Speed 6) image as compared to the 93% while using somewhat noisy (Speed 5) image. These are the results when we have only used the basic image pre-processing methods (Gaussian and median filter), the performance is expected to be improved when other pre-processing steps (e.g. adaptive Wiener filter [33][42]) are applied.

The detection rate on the whole SEM image depends on the accuracy of the trained predictor that shown previously. Figure 12 shows three kinds of changes detection based on logic gate/cell modification, insertion/deletion, and substitution.
To ensure ICs from a batch under authentication are Trojan-free, one can use a more efficient approach called acceptance sampling instead of testing all ICs, however, depending on the user's goals this method may or may not be chosen. An acceptance sampling approach uses Acceptable Quality Limit (AQL) ISO 2859 standard tables, which is a widely used method to measure if the production order has met the client's satisfaction or not. These quality limits are classified by critical defects - 0% (totally unacceptable, a user might get harmed or not meet regulatory conditions), major defects - 2.5% (unacceptable by end user) and minor defects (4% some departure from specification, end user won't mind using it) [43]. Based on these quality limits, the client has the inspection sample size to make an informed decision to accept or reject the lot [44]. As discussed earlier the Trojans have the capability to cause a security threat to a nation or a major scale financial and human life loss, so we can follow the critical defect level for our Trojan inspection. For example, suppose a government orders a lot 1000 ICs (government orders are limited in thousands) and based on AQL model inspection level II [44], we need to inspect 80 ICs for Trojan detection. Since we are using a critical defect limit, if we detect a Trojan in a single IC, the whole lot can be rejected. Using our technique, if we do not find any Trojan in 80 samples of ICs, then with a confidence level of 95%, we can claim the rest of 920 ICs are Trojan-free.

5 Conclusions

Current Trojan detection techniques available in the market and studied by researchers usually lack the coverage, speed and/or confidence of detection. Hardware Trojans, also leave a footprint either on active layer or a metal layer of an IC. In this paper, we have enhanced our previously developed technique "Trojan Scanner" by making it a golden IC free detection technique. We discussed possible scenarios of Trojan insertion and demonstrated their detection approach by comparing golden layout with IUA SEM image. We observed that during developing our technique, there is a trade-off between the accuracy of detection and SEM parameters (dwelling time, FoV). Faster SEM imaging will cause a performance drop. The challenge is to apply advanced image pre-processing method to reconstruct the noisy image. Some possible solutions are employing adaptive Wiener filter, noise filter under frequency domain, or applying an artificial neural network. Although we consider minimized time spending on image processing, we may use more complex contour-based shape descriptors to balance the overall processing time. For example, if we can apply complex shape descriptor that requires more time on the faster-scanned image, the overall processing time of Trojan detection will decrease dramatically. We finally discussed the confidence level of Trojan Scanner and the minimum number of ICs required establishing a trust in the supply chain.

Table 2. False positive rates in different quality SEM images.

<table>
<thead>
<tr>
<th>False Positive</th>
<th>Speed 5 Image</th>
<th>Speed 6 Image</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gate1</td>
<td>0</td>
<td>0.03</td>
</tr>
<tr>
<td>Gate2</td>
<td>0.04</td>
<td>0</td>
</tr>
<tr>
<td>Gate3</td>
<td>0.33</td>
<td>0.01</td>
</tr>
<tr>
<td>Gate4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Gate5</td>
<td>0.01</td>
<td>0.05</td>
</tr>
<tr>
<td>Gate6</td>
<td>0.03</td>
<td>0</td>
</tr>
<tr>
<td>Gate7</td>
<td>0.15</td>
<td>0.08</td>
</tr>
<tr>
<td>Average</td>
<td>0.08</td>
<td>0.02</td>
</tr>
</tbody>
</table>

Tables 3 and 4 show the comparison results between our Trojans Scanner and full reverse engineering method as well as other electrical test techniques to detect Trojans respectively.

Table 3. Full chip reverse engineering vs. Trojan Scanner.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Full Reverse Engineering</th>
<th>Trojan Scanner</th>
</tr>
</thead>
<tbody>
<tr>
<td># of samples required</td>
<td>50-100</td>
<td>1</td>
</tr>
<tr>
<td>Detected Trojans</td>
<td>All types (except reliability Trojan)</td>
<td>All types (except Reliability &amp; Parametric)</td>
</tr>
<tr>
<td>Processing time</td>
<td>Months</td>
<td>Hours</td>
</tr>
<tr>
<td>Functionality extraction</td>
<td>Required</td>
<td>Not required</td>
</tr>
<tr>
<td>Image processing (Polygon Extraction)</td>
<td>Required</td>
<td>Not required</td>
</tr>
</tbody>
</table>

Table 4. Trojan Scanner vs. Electrical tests.

<table>
<thead>
<tr>
<th>Hardware</th>
<th>Trojan Scanner</th>
</tr>
</thead>
<tbody>
<tr>
<td>Functional</td>
<td></td>
</tr>
<tr>
<td>Logical Test</td>
<td>Power SCA</td>
</tr>
<tr>
<td>Parametric</td>
<td>Maybe</td>
</tr>
<tr>
<td>Big</td>
<td>✓</td>
</tr>
<tr>
<td>Small</td>
<td>✓</td>
</tr>
<tr>
<td>Tight</td>
<td>✓</td>
</tr>
<tr>
<td>Loose</td>
<td>✓</td>
</tr>
</tbody>
</table>

4.3 Confidence level and Sample size

To ensure ICs from a batch under authentication are Trojan-free, one can use a more efficient approach called acceptance sampling instead of testing all ICs, however, depending on the user's goals this method may or may not be chosen. An acceptance sampling approach uses Acceptable Quality Limit (AQL) ISO 2859 standard tables, which is a widely used method to measure if the production order has met the client's satisfaction or not. These quality limits are classified by critical defects - 0% (totally unacceptable, a user might get harmed or not meet regulatory conditions), major defects - 2.5% (unacceptable by end user) and minor defects (4% some departure from specification, end user won't mind using it) [43]. Based on these quality limits, the client has the inspection sample size to make an informed decision to accept or reject the lot [44]. As discussed earlier the Trojans have the capability to cause a security threat to a nation or a major scale financial and human life loss, so we can follow the critical defect level for our Trojan inspection. For example, suppose a government orders a lot 1000 ICs (government orders are limited in thousands) and based on AQL model inspection level II [44], we need to inspect 80 ICs for Trojan detection. Since we are using a critical defect limit, if we detect a Trojan in a single IC, the whole lot can be rejected. Using our technique, if we do not find any Trojan in 80 samples of ICs, then with a confidence level of 95%, we can claim the rest of 920 ICs are Trojan-free.

5 Conclusions

Current Trojan detection techniques available in the market and studied by researchers usually lack the coverage, speed and/or confidence of detection. Hardware Trojans, also leave a footprint either on active layer or a metal layer of an IC. In this paper, we have enhanced our previously developed technique "Trojan Scanner" by making it a golden IC free detection technique. We discussed possible scenarios of Trojan insertion and demonstrated their detection approach by comparing golden layout with IUA SEM image. We observed that during developing our technique, there is a trade-off between the accuracy of detection and SEM parameters (dwelling time, FoV). Faster SEM imaging will cause a performance drop. The challenge is to apply advanced image pre-processing method to reconstruct the noisy image. Some possible solutions are employing adaptive Wiener filter, noise filter under frequency domain, or applying an artificial neural network. Although we consider minimized time spending on image processing, we may use more complex contour-based shape descriptors to balance the overall processing time. For example, if we can apply complex shape descriptor that requires more time on the faster-scanned image, the overall processing time of Trojan detection will decrease dramatically. We finally discussed the confidence level of Trojan Scanner and the minimum number of ICs required establishing a trust in the supply chain.

References

engineering and Obfuscation 2018. (publication pending)


[28] M. Tehranipoor and C. Wang, Introduction to


