
548 IEEE TRANSACTIONS ON PA7 

Abstract-A lexicon-based, handwritten word recognition system 
combining segmentation-free an 
described The segmentation-fr 
density hidden Markov model fo 
segmentation-based technique uses dynamic programming to match 
word images and strings. The combination module uses differences in 
classifier capabilities to achieve significantly better performance. 

Index Terms-Hidden Markov models, dynamic programming, 
handwritten word recognition, character recognition, neural networks, 
character segmentation 

ntation-based techniques is 

+ 
1 INTRODUCTION 
AUTOMATIC reading of handwritten words is a difficult problem, 
not only because of the great amount of variations involved in the 
shape of characters, but also because of the overlapping and the 
interconnection of the neighboring characters. Furthermore, when 
observed in isolation, characters are often ambiguous and require 
context to minimize the classification errors. The existing devel- 
opment efforts have involved long evolutions of differing classifi- 
cation algorithms, usually resulting m a final design that is an 
engineering combination of many techniques [E l .  

The problem of handwritten word recognition consists of many 
difficult subproblems and each requires serious effort to under- 
stand and resolve. One of the most important problems in seg- 
mentation-based word recognition is assigning character confi- 
dence values for the segments of words to reflect the ambiguity 
among character classes. Many design efforts for character recog- 
nition are available, based nominally on almost all types of classi- 
fication methods such as neural nets, linear discrimmant functions, 
fuzzy logic, template matching, binary comparisons, etc. The 
choice of one or another nominal method for evaluating features is 
as important as the choice of what features to evaluate and 
method for measuring them [41, [61, [81,[91, [lo]. ’ There are as many as 52 classes, when considering upper and 
lower case characters as different classes, with various levels of 
difficulty for recognition according to the complexity, style 
variations, and the ambiguity among them. Isolated character 
recognition is further complicated by the differences such as 
upper and lower, cursive representations of each letter, and the 
number of inherently broken multi-stroke characters. A signifi- 
cant factor in the ultimate success of an effort is the gathering of 
an adequately complete collection of samples under realistic 
conditions Another problem in character recognition is that the 
distribution of samples among the different classes in the train- 
ing set is usually non uniform (see Fig 4) and may also follow a 
different distribution than the expected occurrence or relative 
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handwritten word recognition applications. Chen et al. [31 used 
discrete HMM to recognize words using lexicons. The input word 
image is first segmented into a sequence of segments in which an 
individual segment may be a complete character, a partial charac- 
ter, or joint characters. The HMM parameters are estimated from 
the lexicon and the training image segments. A modified Viterbi 
algorithm is used to find the best L state sequences. One HMM is 
constructed for the whole language and the optimal L paths are 
utilized to perform classification. When tested on a set of 98 
words this system is able to achieve 72.3% success for a lexicon of 
size 271 using 35 features. Another successful application of 
HMM in a character segmentat ord recognition was 
presented by Chen et al. [21. Ch inuous density, vari- 
able duration hidden Markov model (CDVDHMM) to build char- 
acter models. The character models are left-to-right HMMs in 
which it is possible to skip any number of states. The system rec- 
ognized 100 lexicon strings with approximately 80% success out of 
3,000 testing words. A major disadvantage of this technique is that 
it is slow to train and in operation because of introducing more 
parameters and computation for the state duration statistics. 

Another interesting technique was developed by Gillies [ll] for 
cursive word recognition using left-to-right discrete hidden 
Markov models. In this technique each column of the word binary 
image is represented as a feature vector. A series of morphological 
operations are used to label each pixel in the image according to its 
location in strokes, holes, and concavities located above, within 
and below the core region. A separate model is trained for each 
individual character using word images where the character 
boundaries have been identified. The word matching process uses 
models for each word in a supplied lexicon. The advantage of this 
technique is that, the word need not be segmented into characters 
for the matching process. When tested on a set of 269 cursive 
words this technique is able to achieve 72.6% success for a lexicon 
of size 100. This technique is appropriate for cursive words when 
the individual character identities are often not distinguished ex- 
cept in the context of the word. 

Performing word recognition without segmenting into charac- 
ters is an attractive feature of a word recognition system since 
segmentation is ambiguous and prone to failure for a significant 
portion of the handwritten words coming from the mail stream. In 
an attempt to avoid some limitations of the existing segmentation- 
based handwritten word recognition techniques we designed a 
segmentation-free model-b&ed system. In this technique the 
training process does not need representative images of each word 
in a lexicon. Our proposed segmentation-free system computes 
features from each column in a word image and uses a continuous 
density HMM for each character class. 

The continuous density HMM has a significant advantage over 
the discrete density HMM. Using a continuous density HMM is 
attractive in the sense that the observations are encoded as con- 
tinuous signals. Although it is possible to quantize such continu- 
ous signals there might be a serious degradation associated with 
such quantization. In the case of the discrete HMM, a codebook 
must be constructed prior to training the models for any class. The 
codebook is constructed using vector quantization or cIustering 
applied to the set of all observations from all classes. By contrast, 
in the continuous case, the clusters of observations are created for 
each model separately (e.g., by estimating Gaussian mixture pa- 
rameters for each model). Thus, continuous density HMMs pro- 
vide more flexibility for representing the different levels of com- 
plexity and feature attributes of the individual character classes. 
Furthermore, in the discrete case, training a new model may re- 
quire creating a new codebook since the features required by the 
new model may be quite different from those represented in the 
old codebook. Since the continuous density models perform clus- 
tering independently for each class, there is no such requirement. 

One computational difficulty associated with using continuous 
density HMMs is the inversion of the covariance matrices. We 
overcame this difficulty by reducing the dimensionality using 
principal component analysis and approximating the densities as a 
mixture of Gaussian densities with diagonal covariance matrices. 
A detailed description of all system modules is given in [331. The 
results provided in this paper demonstrate that each of the seg- 
mentation-free and segmentation-based techniques behaves rea- 
sonably well when confronted with various styles of input words 
and much better for special cases. The combination of the two 
techniques resulted in a significant improvement in the overall 
Gecognition rates. 

2.1 Overview of HMM 
A probabilistic function of a hidden Markov chain is a stochastic 
process generated by two interrelated mechanisms, an underlying 
Markov chain having a finite number of states, and a set of ran- 
dom functions, one of which is associated with each state. At dis- 
crete instants of time, the process is assumed to be in some state 
and an observation is generated by the random function corre- 
sponding to the current state 1281. The underlying Markov chain 
then changes states according to its transition probability matrix. 
The observer sees only the output of the random functions associ- 
ated with each state and cannot directly observe the states of the 
underlying Markov chain; hence the term hidden Markov model. 

In principle, the underlying Markov chain may be of any order 
and the outputs from its states may be multivariate random proc- 
esses having some continuous joint probability density function. 
We use continuous density Markov chains of order one, i.e., those 
of which the probability of transition to any state depends only 
upon that state and its predecessor. There are a finite number, say 
N, of states in the model. At each clock time a new state is entered 
based upon a transition probability distribution which depends on 
the previous state (the Markovian property). After each transition 
is made, an observation output symbol is produced according to a 
probability distribution which depends on the current state. This 
probability distribution is held fixed for the state regardless of 
when and how the state is entered. There are thus N such obser- 
vation probability distributions which, of course, represent ran- 
dom variables or stochastic processes. 

2.2 Feature Extraction 
The description of a word binary image as an ordered list of ob- 
servation vectors {O,O, . . . 03} is accomplished by encoding a 
combination of features computed from each column in the given 
preprocessed image. In this sense, each column in a word image is 
represented by a feature vector (an observation vector). A column 
belongs to each state of each character model within a certain 
probability. This representation uses what we refer to as the tran- 
sition features. The idea behind the transition features is to com- 
pute the location and number of transitions from background to 
foreground pixels along vertical lines (image columns). This tran- 
sition calculation is performed from top to bottom, and from bot- 
tom to top. 
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Fig. 2. Transition feature computations. 



550 

s to estimate the cen- 
ctron. The centroid of 
s used to estimate the 
f the word is used to 

aracters within a word 
depending on whether a descender and/or ascender is present or 
not For example, a lower-cas y be at the bottom of a word 

descender in the word, but 
ord if there is a descender and an 

ascender The transition features are computed on a wtua l  
bounding-box of the word image The virtual bounding-box is 
created by adding blank rows above or below the word image 

estimated center line lies in the 
-box The core region of the wor 

be at the middle of the virtual bounding-box. 
The location of each tr 
tance across the word 

n is represented as a fraction of the 
inside the virtual bounding-box in 

. For example, when 
p to bottom, a transi- 

n under consideration (se 
the location of transitions 

tion close to the top edge would have a high value whereas a tran- 

per each image column. The gradient of the north 
mputed as the difference between the heights of the 
ns from the tou in successive columns The south 

2.3 HMMs Structure and Training 
For the purpose of isolated handwritten word recogni 
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primitives. Each primitive ideally consists of a character or a part 
of a character. A segment is either a primitive or a union of primi- 
tives. Ordering primitives from left to right yields a partial or- 
dering on the segments. A segmentation into characters is a path 
through the partially ordered set of segments. Dynamic pro- 
gramming is used to find the best path, that is, the best sequence 
of segments to match a given string. The value of a path is the 
sum of the match scores of the segments in the path to the charac- 
ters in the string as given by the output activations of the neural 
networks. An overview is shown in Fig. 5. 

3.1 Segmentation 
The segmentation process is a refinement of that described in 1181, 
1211. We describe it briefly. Connected components are com- 
puted, punctuation is detected and removed, and bars, such as 
those in "D', "E", "F', etc., are grouped with larger connected com- 
ponents. The result is a set of initial segments that generally con- 
sist of images of one or more characters. Those consisting of more 
than one character need to be split. Each segment in the initial 
segmentation is passed through a splitting module. The splitting 
module uses the distance transform to detect possible locations to 
split initial segments. The distance transform encodes each pixel 
in the background using the distance to the stroke. Split paths are 
formed that stay as far from the stroke as possible without turning 
too much. Heuristics are used to define starting points for the 
paths based on the shape of the image and to modify the distance 
function. The sequence of images resulting from splitting and 
initial segmentation are postprocessed to correct for images that 
are very small or very complex. The postprocessed sequence is the 
set of primitive segments. 

3.2 Dynamic Programming Matching 
The dynamic programming matcher takes a word image, a string, 
and the word image primitives and returns a value between 0 and 
1 indicating the degree to which the word image represents the 
string. The algorithm is implemented using an array approach. 
The rows of the array correspond to the characters in the string. 
The columns of the array correspond to primitives. The ij element 
is the best match between the first i characters in the string and the 
first j primitives. This value may be -w if there is no legal match. 6 
union of two segments is considered legal if the two segments pass 
a sequence of tests. The tests measure closeness and complexity. 

564 467 450 60 50 49 
n.a. n.a. 3962 ma. n.a. n.a. 
n.a n.a. 1072 n.a. n.a. n.a. 

5100 4465 9019 532 470 435 

4 THE DATABASE AND PREPROCESSING 
The database used for our experiments consists of handwritten 
words and characters extracted from the first CDROM image 
database produced by the Center of Excellence for Document 
Analysis and Recognition (CEDAR) at the State University of New 
York at Buffalo (SUNY). This database is widely available and 
serves as a benchmark for evaluation purposes 1141. We first de- 
scribe the database and then the preprocessing steps performed to 
the original images. The handwritten words (cities, states, and ZIP 
codes) are provided on the CDROM in full 8-bit gray scale. These 
data were divided into training and testing sets at SUNY by ran- 
domly choosing approximately ten percent of the ZIP code images 
and placing those images as well as the city and state name from 
the corresponding addresses in the test set. The remainder of the 
data was retained for training purposes. This breakdown is shown 
in Table 1. 

Each city or state word in the test data is provided with three 
lexicons that simulate the results of recognition of the corre- 
sponding ZIP code. The lexicons contain lists of all the city or state 
words that could match the ZIP code that corresponds to those 

words when one, two, or three of the digits (randomly chosen) are 
allowed to vary. The data from the USPS database of cities, states, 
and ZIP codes were used to determine the lexicons. This file is also 
included in the database. 

TABLE 1 
NUMBER OF HANDWRITTEN WORD IMAGES 

IN THE TRAINING AND TESTING SETS 

Number of training and testing data 

subsei 
BB 
BC 
BD 
BL 

training set 
cities states ZIPs 
363 277 269 
190 217 190 

3106 2490 2201 
877 1014 875 

testing set 
cities states ZIPs 

37 31 30 
21 23 21 
317 252 238 
97 114 97 

The procedure which we used for binarization was first pre- 
sented by Otsu 1201. It is a very simple technique, utilizing the 
zeroth and first-order cumulative moments of the gray-level histo- 
gram. The line removal algorithm checks for the existence of un- 
derlines and/or lines above a given word image using a binary 
morphological opening operation by a horizontal bar [5]. The size 
of the horizontal bar (structuring element) varies with the width of 
the word image. The detected lines are removed from the given 
image. Since this process might remove some parts from the word 
image, a morphological conditional dilation (spanning) operation 
is used to recover these parts. Word image borders are sometimes 
surrounded by letter segments from adjacent fields that get cap- 
tured during imaging. A similar technique to that used for line 
removal is applied here to check for connected components 
touching the borders of the image. All components having sizes 
below a specified size are eliminated from the word image (see 
Fig. 6). 

Tilt and slant correction is one of the most difficult preproc- 
essing steps since it involves estimating angles to rotate and shear 
the original word image. To obtain an estimate for the tilt angle 
we first estimated the core region of the given image applying a 
morphological closing operation followed by an opening opera- 
tion by a horizontal bar. The elongation angle of the core image is 
used as an estimate for the tilt angle and a rotation transformation 
is performed to correct for tilting. For the slant angle, we first 
opened the tilt-corrected word image by a vertical bar to obtain a 
set of potentially slanted lines. The mean value of the elongation 
angles of these slanted lines is considered as an estimate for the 
word slant angle. A shear transformation is then applied to the 
tilt-corrected image in order to correct for the estimated slant. A 
detailed description of the preprocessing techniques is provided in 
[33]. For the 317 images in the BD test data set, the tilt and slant 
correction technique failed on 24 images where either the image 
became worse after applying the technique or there is a significant 
(tilt or slant) that is left unchanged. 

A morphological smoothing operation is performed as follows: 
The word image is first closed and then opened by a disk of size 
one. This operation also helps for getting rid of salt-and-pepper 
kind of noise. Finally the preprocessed word image is scaled to a 
fixed height (64), keeping the aspect ratio as for the original image. 
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85.5 
88.6 
91.2 
92.1 
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93.7 
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94.3 
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Combination 
89.3 
92.7 
94.0 
95.3 
95.3 
95.6 
96.2 
96.2 
96.8 
97.2 

(a) Success 

Fig. 7. Examples of success and failure modes for HMM technique. 

The values of the parameters HIGH and LOW were set to be 0.40 
and 0.03, respectively. 

A major problem for the HMM segmentation-free technique 
occurs when character like "t" or "g" overlap their neighbors (see 
Fig. 7). Possible solutions for this problem could be exploring new 
feature sets, training models for character pairs like "ti", "ng", and 
common subwords like "ton". 

TABLE 2 
HANDWRITTEN WORD RECOGNITION RESULTS 

94.6 

95.6 
95.6 
95.6 

10 95.9 

6 CONCLUSION 
A system is described that performs handwritten word recognition 
using a combination of segmentation-free and segmentation-based 
techniques. The segmentation-free technique apply lexicon infor- 
mation and character level information provided by HMMs. The 
results show that HMM provides a good approximation of the 
probability densities. The segmentation-based technique com- 
bines the lexicon information with the character-level recognition 
results obtained from neural networks using dynamic program- 
ming. A very important feature of theses techniques is that each of 
them behaves reasonably well when confronted with various 
styles of input words and much better for special cases. The com- 
bination of the two techniques yielded a significant improvement 
in the overall recognition results. 

(b) Failure 
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