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Abstract

This paper presents experimental measurements of argon and oxygen gas flow through a 10 nm polycarbonate membrane, which are
an order of magnitude higher than would be predicted by Knudsen diffusion alone, but may be described as rarified diffusion with slip
(Knudsen—Smoluchoski diffusion). We also simulate the Poiseuille gas flow using a finite element based model and find that the hydrodynamic
model may successfully predict Knudsen-like diffusion for Knudsen numbers as high as 10, contrary to conventional wisdom about the
limitations of continuum models in the rarified regime. With the addition of slip boundary conditions, the model is able to describe the
data with a similar tangential momentum accommodation coefficient (TMAC) as predicted by Knudsen—Smoluchoski diffusion. Transient
measurements show that the pressure decay can be expressed by two distinct time constants, both of which indicate a faster decay than predicte
by the Knudsen—Smoluchoski relations. The fact that the hydrodynamic model can successfully predict measured flow characteristics while
conventional Knudsen—Smoluchoski rarified gas transport fails demonstrates that the hydrodynamic model may be extended into the nanoscale
regime even at low gas density.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction reflecting walls, viscous flow is dominant at high density and
a significant degree of slip controls the flow at low densities.
Ultra permeable fluid transport properties have become The analysis also showed that for this confined cylindrical
pivotal for understanding flow through meso and nanoscale geometry at low densities (<4 n) the transport properties
devicedq1,2]. Traditionally, it has been argug8,4] that the of single component subcritical Lennard—Jones (LJ) flow
hydrodynamic model based on Navier—Stokes equation iscould be explained by hydrodynamic mechanisms alone.
valid only for low Knudsen numbers (0kn<0.1) and fails The constancy of the friction coefficient at the nanopore wall
beyond an upper limit of slip flow. For example, a microchan- is noted[5] as an indicator of the dominance of slip flow.
nel Poiseuille flow analysig] for Reynolds number between  Thus, contrary to the reported limitation of hydrodynamic
1 and 400 used a finite volume based numerical model andmodel[3,4], TMAC of unity should be able to successfully
assumed a tangential momentum accommodation coefficientresolve the Knudsen flow solution, as will be shown here.
(TMAC) value of unity could not recover the Knudsen In recent paperg6,7] it has been shown that an ac-
diffusion regime and could not predict the hydrodynamic curate imposition of wall slip condition can extend the
development length beyori{in=0.1. Recently, it has been hydrodynamic model beyond the transitional flow regime.
shown[5] that for silica pores of radius 1.92 nm with diffusely A combined experimental and hydrodynamic modeling
approach was presentgj7] to successfully characterize the
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an anodic alumina membrane with a 200 nm diameter poreflow tube where pressure drop across the membrane is mon-
was successfully modelel] by describing the gas-wall itored versus a controlled flow rate. The membranes studied
interactions with a diffusive TMAC ofoy =1. The wall in this work are um thick commercially available poly-
reflection becomes increasingly decollimated for amorphous carbonate membranes (Poretics) with 10 nm diameter pores
carbon nanotubules of diameter 170 nm, in which a TMAC at a density of 6.& 1012m~2, giving a membrane porosity

of 0y =0.5240.1 best represented the experimental data of 4.1x 10~%. Fig. 1 shows scanning electron micrograph

obtained for argon, oxygen and nitroggfj. Recent sim- (SEM) images of the membrane surface. In our previous
ulation results[8] have shown signifigant deviation from experiments, uncertainty in the membrane porosity was the
diffuse scattering for pore sizes 20-180with the TMAC largest source of error in comparing the overall flow through

depending on the solid lattice and the fluid—solid interaction the membrane to the simulation of transport through a single
parameters. Further size reduction of the transport carrierpore. For these membranes, the manufacturer rep&i1$86
may result in incorrect modeling of the shear stress and non-tolerance on pore density and +820% tolerance on pore di-
equilibrium processes. In such a case one can significantlyameter, giving an uncertainty of +15%55% on the experi-
alter predicted flow properties by controlling the nature of mental flux. The theoretical approach is afinite element based
the pore surfacd3] and possibly by modifying the bulk vis-  hydrodynamic modelincorporating Navier—Stokes equations
cosity[9] and adding the quantum effgd]. If the viscous with a first order slip boundary condition implemented for ef-
effects are negligible, a comparison between equilibrium ficient prediction of bulk flow characteristics. The code uses
and non-equilibrium molecular dynamics (EMD/NEMD) fully implicit time steps with Newton—Raphson iteration pro-
analysis with dual control volume grand canonical molecular cedure. The computational channel (pore) geometry is dis-
dynamics (DCV-GCMD]11] shows that all three methods cretized using two-dimensional nine-noded biquadratic finite
calculate the same transport coefficient in micropores. elements. The continuity and equation of state are solved for
This paper reports experimental measurements and hy-pressure and density respectively using the four corner nodes
drodynamic prediction of the characteristic behavior of gas of the element. For velocity and temperature calculations,
flow through polycarbonate membranes (PCM) with pores all nine nodes of the biquadratic element are used. The time
of 10 nm diameter and infinitely thick walls. Here, as in our step solution is declared convergent when the maximum rel-
prior work, only the first order wall-gas interactions are used ative norm of residual for each of the state variables (like
as control parameters and a TMAC significantly less than density, velocity component) becomes smaller than a chosen
unity is found to effectively identify the transport properties convergence criterion. For each data set, a single parameter,
of a single component gas flow through these pores. Itis alsothe TMAC (0.15< oy < 1.0), is adjusted to match the exper-
shown for the first time that the hydrodynamic model suc- imental behavior.
cessfully characterizes the unsteady pressure decay in these To examine the slip, we introduce a non-dimensional wall
pore sizes. friction coefficienty using the local densitygg, and slip ve-
locity ug determined at the walt & rg) where the fluid—solid
potential is minimum as:

2. Approach du,

or

M

atr =rg (1)

- 2

The experimental setup and theoretical approach for flow Poto
characterization have been explained in a previous publi- This dimensionless friction coefficient represents the bal-
cation[6]. Experimental characterization is performed in a ance of volume specific kinetic energy of the fluid at min-

Fig. 1. SEM images of the polycarbonate membrane with 10 nm pore size: (a) looking end on at pore opening; (b) zoomed in view of a small area in (a).
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imum potential with the shear due to wall slip. It differs downstream boundary condition is maintained at a constant,
from the friction coefficient in Ref[5] which has an iner-  effectively zero, pressure.

tia imbedded within it. We have chosen this coefficient to

reflect that the slip is limited by the kinetic energy (not the

flux) of the fluid near the wall. The kinetic energy loss due 3. Results

to the diffuse momentum transfer at the slip wall can be

described ag/pou3 = Zmuo, whereZ = po\/kgT/2mnm3/2 Fig. 2shows the steady state experimental data obtained
is the surface collision frequency under local equilibrium. for argon and oxygen gas flow rate against maintained
Upon utilizing the Bohm velocityg = /kgT/27m, the non- pressure drop. Also shown is the case of Knudsen diffu-
dimensional friction coefficient becomes = vg/ug. We sion, which underestimates the transport rate significantly
note that this is an important relation that may help identify (e.g. in[7]). The analytical equations for Hagen—Poiseuille
flow characteristics in micro and nanoscale flows. One may flow in a cylinder (not shown) would underestimate the
also utilize the Navier slip condition into E{L) and show molar flux by two orders of magnitude. If we invoke the
thaty = u/Lspouo = oy /(2 — ov)roouo, wherels is the Knudsen—Smoluchowski formula to model the system as rar-
shear rate dependent slip length anid the fluid mean free  ified flow with specular reflection, so that effective diffusivity
path. is given byD = Dk ((2 — oy)/ov), we can estimate a TMAC
We have also measured the transient permeability of the of approximately 0.21 for both argon and oxygen. This means
nanoporous system for a single component fluid. This ex- that the gas particles will be reflected from the wall with 79%
periment is analogous to the initial flow method for esti- of the incident momentum while 21% of the incident momen-
mating membrane permeabilif$2]. In short, the upstream  tum will be lost to the wall.
volume is pressurized while the downstream volume is con-  Fig. 3a benchmarks the numerical prediction for oxy-
tinually evacuated by a rotary pump, so that a steady flow gen gas flux through the 10nm pore with experimental
through the membrane is obtained. The upstream volume isdata. The model was run for four different pressure drops
then closed from the gas source and the decay in pressuref Ap=14.1kPa (106 Torr), 45.3kPa (340 Torr), 84.0kPa
differential across the membrane is observed versus time.(630 Torr) and 149.5 kPa (1121 Torr). Consideration of rough
This case is simulated by utilizing unsteady fully implicit wall with diffused reflection, i.esy = 1.0, has produced very
time integration procedure to attain the final pressure drop low values and is shown as a reference dotted line at the
across the pore. For simulating the transient through a sin-bottom of the picture. It is noteworthy that this case accu-
gle pore, a closed upstream volume is added to the inlet siderately predicts the Knudsen diffusion regime, overlaid on
of the pore and the downstream end is kept open to let thethe plot. Decreasing the slip coefficient dramatically in-
gas leak out. To match the experiment, the additional closedcreases the flux. For example, fap=14.1kPa (106 Torr),
volume is determined to be 1.3510 13m3, based on the  the mass flux is 1.9 mol/fs witho, = 1.0 while foroy, =0.15
total upstream volume of about 1.9210~4m3 for approx- it is 23.5mol/n?s. This results from a low resistance gen-
imately 1.41x 10° pores. Assuming ideal gas law this leak- erated near the wall due to near specular reflection of the
age flow is governed by the Reynolds transport theorem as,fluid particles. We estimate the wall accommodation coeffi-
(1/RT)(3/3t) [\, PAV + puAsect= 0, whereRis the univer- cient to be 0.28-0.1 for the most reasonable match with
sal gas constant, is the Kelvin temperature of gaB,is the the data. This number is comparable to that obtained in
pressurep is the densityu is the streamwise velocity, the the Knudsen—Smoluchowski approximation, albeit slightly
cross-sectional areafgectandV is the upstream volume of
the pipe. Thus, for an average length= V/A, the pressure

. . 250 ~
decay isoP/ot = —pRTu /¢, i.e.dP/P = —(u/¢) dt. Upon = Oxygen
integration and rearrangement, this yields the pressure decay ~ _ . | Kn-Sm (G, = 0.208) r
relation as "E A Argon
= 450 Kn-Sm (6, =0.217) o J
u t E JIEEEEEE Knudsen Theory
P =exp —f(—)dt = Aexp| —— (2) 5
/ Teff = 100 - u[-&
5 E
whererey is the effective time constant, which is a function = 5 >
of the streamwise velocity entering the pore and, contrary to -l AU
a strictly diffusive transport regime, is not a constant value, 5 e ssnives sora B4 T . r
as will be shown. At =0, the pore is given the profile of 0 500 1000 1500 2000
a fully developed steady flow, with the upstream volume at AP (torr)

a constant pressure and the outlet at a very small pressure.

Th the si lation is all dt Th t Fig. 2. Experimental measurement of molar flux vs. pressure drop. The data
en, the simulation 1s allowedto run. There aré no Upstream is fit with a Knudsen—Smoluchoski model and yields similar TMAC for both

boundary conditions, since it is a closed volume, flow may argon and oxygen. For comparison, the basic Knudsen diffusion model is
pass from that volume through the pore, but nowhere else. Theshown to underestimate molar flux significantly.
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Fig. 3. Comparison of experimental data for molar flux vs. pressure drop
with model results overlayed for a variety of TMAC values. The experimental

uncertainty is shown on every fourth data point for clarity. The theoretical

Knudsen relationship for transport is shown to match the model results for
oy =1.0. (a) For oxygen and (b) for argon.

larger. Qualitatively, all three of the model, experiment, and
Knudsen—Smoluchowski give linear pressure-flow relation-
ships. A similar trend is observed for argon gas-ig. 3b
where calculated flux is compared with data for three dif-
ferent pressure drops across the membraxge=23.1 kPa
(173 Torr), 72.7 kPa (545 Torr) and 150.3kPa (1127 Torr)).
Again, the numerical prediction fo#, =0.28+0.10 rep-
resents the flow data well within the experimental uncer-
tainty.
As representative dat&jg. 4a plots the essentially one-
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uum model is that the concept of viscosity loses any phys-
ical meaning under a rarified flow regime. The absence of
significant viscous effects in the solution in this regime mini-
mizes this problem. The corresponding crosswise velocity in
Fig. 4b is radially antisymmetric and smat-(0~® m/s). The
streamwise velocity distribution at the centerline as plotted
in Fig. 4c shows node locations where numerical computa-
tions were performed. The solution prediction remains flat
at about 2m/s across the pore before shooting up beyond
the midsection from 2 to 33 m/s. This is due to the rapid in-
crease in flow Knudsen number making the flow range from
transition to free molecule as the density reduces across the
pore as seen ifig. 4d. Computed flow Reynolds number
across the pore holds nearly a constant 0.001 confirming mass
conservation.

The distribution ofyr at 29 equidistant points along the
streamwise direction as shown Fig. 4e depicts a near
constant slope in friction factor for this very low density.
The non-dimensional coefficiegit shows a linear growth in
fluid velocity as the ratio of thermalized Bohm velocity to
fluid velocity at minimum potential decreases from 15 to 1,
indicating significant slip constancy for this range of density.
In the inset we plot the dimensional friction coefficient
[5], which remains constant below and above a critical
density but shows discontinuity at about 0.0085¥mA
corresponding small change in slope {ors also noticeable
for this low density indicating a sudden reduction in wall
friction. This underscores the need for improved order
modeling of wall parameters at this free molecule flow
condition.

Fig. 5shows the transient pressure decay measurement for
oxygen. It is apparent that the pressure decay is not well de-
scribed by a single exponential decay constant, as would be
expected based on the analytical formalisms for Knudsen or
Knudsen—Smoluchowski diffusion. For a total pressure drop
of up to 273.2 kPa (2049 Torr), the decay is, in fact, best de-
scribed by two time constants, an initial slow time constant
(~8205s) observed for pressure above 80 kR&QQ Torr),
and a faster time constant818 s) for pressures below 7 kPa
(~50Torr). Both of these time constants are much faster
than would be expected in the Knudsen diffusion regime
(~8100s). In Knudsen—Smoluchoski diffusion, this would
require two different TMACSs, a high pressure TMAC of 0.18
and a low pressure TMAC of 0.075. This behavior does not
reconcile with the static diffusion behavior, suggesting amore
complicated picture than can be described by straightforward
Knudsen—Smoluchoski diffusion. A rarefied diffusion model
is not appropriate to this system because the Knudsen num-

dimensional streamwise steady flow characteristics acrossber is varying as a function of both time and position and

the pore for oxygen gas withhp=149.5kPa (1121 Torr).

At the pore entrance, where flow is in the transition regime
(Kn<10), viscous effects are visible and the velocity pro-
file is slightly parabolic. Near the end of the channel, where
Knudsen number is large, the profile is flat (radially inde-
pendent) indicating that viscous effects are not impacting
the flow in this range. One concern with using the contin-

is not always in a molecular flow regime. A better match to
experiment is obtained by applying the hydrodynamic model
with slip boundary conditions. The computational prediction
of this process is overlaid iRig. 5 comparing the computed
unsteady pressure decay for oxygen with the experimental
data. Due to numerical difficulties, a lower initial pressure
149.5kPa (1121 Torr) was used for simulation, however still
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shows the same behavior. The hydrodynamic model also pre-system is never in an exponential decay regime. The apparent
dicts two distinct time constants, an initial slow time constant (“effective”) time constant is given as:
(~982 s) for pressure above 70 kPa500 Torr) and a faster dp\ 1!

time constant{285 s) for pressures below 7 kPa50 Torr). Teff = P (E)

These time constants differ somewhat from the experimen-

tal data but are still within 20% of the measurement. This And from (2) we find this to beeft = V/A(u), where(u) is the
difference may stem from the variation in the experimental time-averaged upstream velocity. As this velocity changes
pore density and diameter, however the qualitative similari- With time, particularly as the flow transitions from a tran-
ties suggest that the correct physics are included. While wesitional to free molecular flow regime, the effective decay
have empirically assigned two time constants, in reality the constant will be time dependent.
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Fig. 4. Representative steady pore flow simulation result demonstrates an essentially one-dimensional characteristics for oxygap gd<94th3.962 Pa
(1121 Torr). (a) Streamwise flow velocity, (b) crosswise flow velocity, (c) centerline distribution of streamwise flow shows sharp increase who\ahstrea
centerline Knudsen number distribution based on pore diameter shows that the flow ranges from transition to free molecule regime, (e) non-fliatiensiona
coefficient plotted against density at potential minimum shows a constant slope. The inset shows the discontinuity of dimensional friction Eedficie
very low critical density.
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Fig. 5. Predicted pressure evolution tar=0.25 is benchmarked with ex- X ; ;
perimental data for oxygen. Lines overlaid represent single exponential fits Nanoscale transport regime. However, further confirmation of
of different sections of the data.

4. Conclusions

In conclusion, we have used experimental data and the-
oretical modeling to estimate the slip coefficient for 10 nm
PCM. The TMAC was predicted to be as low as (428.1,
which allows for a much higher throughput through the pore
than would be predicted by a classical rarified diffusion or
hydrodynamic flow case with no-slip boundaries. This num-
ber is somewhat lower than that found for 170 nm diame-
ter pores with amorphous carbon coating on the suiffalce >N d
In contrast, the MD results of Skoulidas et al., for 8 and NAG3-2520. Authors acknowledge help from Reni Raju of
13 nm diameter carbon nanotubes estimate diffusivities that €0rge Washington University.
are about two orders of magnitude higher than Knudsen dif-
fusivities, implying their slip coefficient would have to be
significantly less than that estimated in this w§2k A new
non-dimensional friction coefficient has been defined at the
position of minimum fluid—solid potential. Interestingly, in
the regime of our study (<0.04 nrA) this friction coefficient
decreases linearly with the local density where the fluid—solid 2] a.I. Skoulidas, D.M. Ackerman, J.K. Johnson, D.S. Sholl, Rapid

potential is minimum. Transient pressure decay data shows

inueg.

that the rate of flow through the pore increases as the pressure
drops, and is not in an exponential decay regime, though it
is possible to determine at least two empirical exponential
time constants for decay in different pressure regimes. These
constants are an order of magnitude smaller than the diffusive
Knudsen decay constant and are also less than the time con-
stants predicted based on steady state Knudsen—Smoluchoski
diffusion rates. This experimental data is corroborated by the
hydrodynamic model with slip boundary conditions. The fact
that this data is well described by the hydrodynamic model
while conventional rarified gas models fail suggests that it
is possible to successfully extend continuum models into the

the validity of the continuum model with a statistical particle-
based model on the same system would be desired, and is a
direction for future work in this area.
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