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The response of the flow past a stalled NACA 0015 airfoil at15 deg angle of attack and Reynolds number
of 45, 000 to body forces originating from radio-frequency asymmetric dielectric-barrier-discharge actuators
is described via direct numerical simulations. The theoretical model couples a phenomenologically derived
averaged body force with a high-order 3-D compressible Navier-Stokes solver. The body force distribution is
assumed to vary linearly, diminishing away from the surfaceuntil the critical electric field limit is reached.
Various magnitudes and orientations of the force field are explored, ranging from vertically upwards (away
from the body) to vertically downwards (towards the body). The imposed body forces couple to the non-linear
inertial terms and the pressure gradients to engender a complex sequence of events. A significant streamwise
component assures the reduction or elimination of stall with the formation of a stable wall-jet. When the only
component of the force vector is pointed normal to and away from the surface, no control effect is achieved. On
the other hand, when the force vector is directed towards thesurface, a shallower separation region is observed,
accompanied by unsteady boundary layer development. At thelow Mach number considered (0.1), the work
done by the force has little impact on the solution, and density variations remain less than5%. Relaxation
effects are explored by abruptly switching off the force, and estimates of response times are noted. The lack
of a proper spanwise breakdown mechanism for the separated shear layer in 2-D simulations results in large
coherent structures, whose response in transient and unsteady asymptotic states differ significantly from those
observed in 3-D. Nonetheless, if the force is sufficiently effective to eliminate separation, the flowfield becomes
generally two-dimensional and steady in the vicinity of theairfoil, and the overall results from 2-D and 3-D
analyses yield similar results.

I. Introduction

Plasma-based techniques exploiting electromagnetic forces for flow control are currently of considerable interest.
Particularly attractive properties stem from the absence of moving parts and lack of mechanical inertia, which permits
instantaneous deployment over a broad range of frequencies. Recent efforts have explored various possibilities both
in high-speed1, 2 as well as low-speed applications.3–5 The focus of this paper is on the latter speed regime, where
striking experimental observations have been obtained with dielectric barrier discharge (DBD) based devices, which
typically operate in the low radio frequency range of 1-10kHz and voltage amplitudes in the range of 5-10kV. A
number of papers, including Refs. 5–7, have reported on the ability of such devices to inhibit separation over various
airfoil sections, in both static as well as oscillating8 situations. Recently, in Ref. 9, experiments at velocitiesup to
75 m/s have been reported on a NACA 0015 airfoil, for which stall angle was increased from15 to 21 degrees. The
approach has also been effective in improving the flow in low-pressure turbine blade passages.10–12 In Refs. 7,11,12,
flow visualizations are complemented by detailed PIV measurements of the wall-jet structure. An overview of the
basic concepts behind this control technique, including impact of duty cycle, may be found in Ref. 13.

Despite the significant recent progress, a clear understanding of the physics of operation is presently lacking. A
framework for analysis was proposed in Ref. 3 by associatingthe phenomenology to the characteristics of the DBD,
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thus bringing to bear specific theories developed in plasma physics disciplines in non-aerospace contexts. Further di-
agnostic efforts have been reported in Ref. 14, which, basedon acoustic measurements, concluded that compressibility
effects may play a role in momentum coupling, though as notedin Ref. 13 there is little or no heating of the air.

Numerical modeling of high-Reynolds number flows with purely first-principles based approaches is a daunting
endeavor. Quantitative aspects of many of the fundamental processes remain either unknown or computationally ex-
pensive. The is especially true for air – consequently most approaches treat simpler gases. Additionally, situations
in which flow control is essential, such as stalled airfoils,are characterized by phenomena such as transition and
turbulence, which also independently require massive simulation resources. These difficulties have fostered the devel-
opment of a wide spectrum of models introducing varying degrees of empirical elements into the procedure. Among
the simpler methods focused specifically on discharge-fluidcoupling, are those of Roth4 and Shyyet al.15 Roth asso-
ciated transfer of momentum from charged to neutral particles as effectively based on a gradient of electric pressure,
which varies as the square of the electric field magnitude. This force varies as the product of the field and its gradient,
which depends on the charge by Gauss’ law. As pointed out in Ref. 3, this argument is strictly valid only in 1-D, where
the electric field has only one component and may be treated asa scalar. A more sophisticated model, suitable for
coupling with the fluid response was proposed by Shyyet al,15 who developed separate estimates for the charge distri-
bution and the electric field by coupling known plasma physics parameters to qualitative experimental data. Although
the charge and electric field distribution are not consistent, the approach yields a simple force distribution varying
linearly in both directions. In a further advance, Voikhovet al16 describe several 2-D simulations with a consistent
approach satisfying Gauss’ law.

The quest for more sophisticated tools utilizing plasma kinetic processes for first-principles simulations is being
pursued on several fronts by various groups of researchers.The problem requires self-consistent solution of multi-
dimensional multi-fluid equations, which implicitly couple the Maxwell and Navier-Stokes equations and incorporate
various inter-molecular and electronic phenomena. Although the difficulty is evident, progress has been reported by
various groups. Early efforts are reported by Boeufet al17 who developed a model for reactors. Aerospace related
analyses solving variants of the mass and momentum equations in the drift-diffusion regime together with a Poisson
equation are described by Surzhikovet al,18 Poggie19 and Hilbunet al.20 The research effort of which the present
paper forms a part is also attempting to utilize a separate approach developed by Royet al, who have developed a
finite-element approach for RF excited discharges, initially for 1-D phenomena21 with subsequent extensions reported
for 2-D configurations.22, 23 Key attributes of the method are simultaneous treatment of events in both the fluid as
well as the dielectric, an integrated approach to coupling the Poisson equation and versatile methods of specifying
boundary conditions.

The present effort explores the sensitivity of the flow past alow-speed stalled NACA 0015 wing section to body
forces of plasma origin. Since the flow is transitional, a high-fidelity 3-D direct numerical simulation procedure is
utilized with dense spatio-temporal resolution to capturethe breakdown process. The sensitivity of the flow field is
then examined under the impact of body forces of various magnitudes and orientation. The response arising from
the complex interaction between the force, non-linear terms and the pressure gradient, is characterized in terms of
separation control effectiveness.

II. Governing equations – Fluid dynamics

The fluid dynamics is assumed to be described by the full Navier-Stokes equations, augmented by terms repre-
senting the local forcing of the DBD device. In non-dimensional form, the mass, momentum and energy equations
are:

∂ρ∗

∂t∗
+ ∇∗ ·

(

ρ∗~U∗

)

= 0 (1)

∂ρ∗~U∗

∂t∗
+ ∇∗ ·

[

ρ∗
¯̄~U∗~U∗ + p∗¯̄I

]

−
1

Re
∇∗ · ¯̄τ∗ = Dcq

∗ ~E∗ (2)

∂ρ∗e∗
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+ ∇∗ ·
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(ρ∗e + p∗) ~U∗ −
1

Re

(

~U∗ · ¯̄τ∗

)

−
1

(γ − 1)PrM2Re
Q∗

ht

]

= βDcq~U · ~E (3)

where the superscript∗ denotes a non-dimensional quantity.~U∗ = {u∗, v∗, w∗} is the velocity vector,ρ∗ is the density,
p∗ is the pressure,t∗ is time, ¯̄τ is the shear stress tensor,Q∗

ht is the heat conduction term,e∗ is the total energy,q∗c
is the charge density and~E∗ =

{

E∗

x, E∗

y , E∗

z

}

is the electric field vector. The manner in which the distributions of
charge density and the electric field vector are obtained is described later.β, which is either0 or 1, is a parameter
employed to explore the impact of work done by the force. The non-dimensionalization is accomplished through the
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following relations:

t∗ =
tUref

L
ρ∗ = ρ

ρref
U∗ = U

Uref
p∗ = p

ρref U2

ref

µ∗ = µ
µref

T ∗ = T
Tref

(4)

where the subscriptref denotes reference values. Several non-dimensional parameters appear, including the Reynolds
numberRe =

ρref Uref Lref

µref
, the Prandtl numberPr =

µref Cp

kref
= 0.72 and the Mach numberM =

Uref
√

γpref
ρref

. The

molecular viscosity,µ is obtained from Sutherland’s law and a perfect gas is assumed.
The parameterDc, represents the scaling of the electrical to inertial forces is given by:

Dc =
ρc,refecErefLref

ρrefU2
ref

(5)

whereρc is the charge number density andec is the electronic charge. In the subsequent discussion, thesuperscript
(*) will be dropped and all quantities will be assumed to be non-dimensional unless otherwise explicitly stated.

The governing equations may be written in flux vector form as:

∂X
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+
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∂z
=
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+ S (6)

whereX is the solution vector,X = {ρ, ρu, ρv, ρw, ρe}, FI , GI , andHI contain terms relevant to inviscid, perfectly
conducting media whileFV , GV , andHV include effects due to viscosity. For example,FI andFV are:
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(8)

The source vector,S contains the terms pertinent to the DBD forcing and are derived either from phenomenological
or first-principles models. In order to treat physically complex domains, the above governing equations are extended
to curvilinear coordinates in the standard manner24 by introducing the transformationx = x (ξ, η, ζ), y = y (ξ, η, ζ),
z = z (ξ, η, ζ). The strong conservation form is employed to obtain:

∂X̂

∂t
+

∂F̂I

∂ξ
+

∂ĜI

∂η
+

∂ĤI

∂ζ
=

∂F̂V

∂ξ
+

∂ĜV

∂η
+

∂ĤV

∂ζ
+ Ŝ (9)

where, withJ represents the Jacobian of the transformation,X̂ = X/J , Ŝ = S/J and,

F̂I =
1

J
(ξxFI + ξyGI + ξzHI)

F̂V =
1

J
(ξxFV + ξyGV + ξzHV )

with similar expressions for the remaining flux vectors.

III. Numerical Procedure

A high-order compact-difference method is employed to solve the governing equations. Derivatives,phi′, of each
required quantity,φ, are obtained in the uniformly discretized transformed plane (ξ, η, ζ) with the formula:

Γφ′

i−1 + φ′

i + Γφ′

i+1 = b
φi+2 − φi−2

4
+ a

φi+1 − φi−1

2
(10)
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whereΓ, a andb determine the spatial properties of the algorithm. All simulations described in this work employ the
sixth-orderC6 method, for whichΓ = 1/3, a = 14/9 andb = 1/9. Details of the spectral characteristics of these
schemes, and others obtainable from Eqn. 10, may be found in Refs. 25,26.

The derivatives of the inviscid fluxes are obtained by first forming these fluxes at the nodes and subsequently
differentiating each component. To form terms containing the molecular viscosityµ, the primitive variablesu, v,
w, T are first differentiated to form the requisite combinationsof first derivative terms. These gradients are then
differentiated again. In order to reduce the error on stretched meshes, the required metrics are computed in the same
manner as the fluxes.26 An extensive discussion of the metric evaluation procedures for higher-order techniques may
be found in Ref. 27.

Additional components are required in the method to enforcenumerical stability, which can be compromised by
mesh stretching, boundary condition implementation and non-linear phenomena. Spurious frequencies in the solution
are systematically removed with a filter designed using spectral analysis. For any component of the conserved vector,
φ,:

αf φ̂i−1 + φ̂i + αf φ̂i+1 = ΣN
n=0

an

2
(φi+n + φi−n) (11)

whereφ̂ is the filtered value. TheN + 2 unknowns,αf , a0, a1, . . . aN , are derived from Fourier and Taylor-series
analyses and determine the order of accuracy and spectral characteristics of the filter. The free parameterαf , −0.5 <
αf < 0.5, is employed to control numerical instabilities. For eachαf within the above bounds, the odd-even mode
is completely suppressed and asαf is reduced, a wider range of frequencies is partially suppressed as described in
Ref. 26. The solutions reported in this paper utilize a minimum eighth-order filter withαf = 0.2. Boundary filter
expressions have also been derived, both for physical boundaries as well as for artificial interfaces arising from domain
decomposition techniques. These formulas and relevant spectral analyses may be found in Ref. 28.

IV. Results

The problem considered is the flow past a NACA 0015 airfoil at15 deg angle of attack and a Reynolds number of
45, 000 (see Fig. 1a). All simulations are assumed to be compressible, with the Mach number set at0.1. In order to
capture the breakdown process of the stalled flow at this Reynolds number, a three-dimensional domain is considered,
with a spanwise extent of0.2c

A. Mesh resolution and boundary conditions

As noted earlier, the baseline flow is transitional, and evenwith the high order scheme, requires a relatively large grid.
A O-type mesh is employed, comprised of308 × 75 × 145 points in thex (streamwise),y (spanwise) andz (body-
normal) directions respectively. The grid is generated by stacking planes in the manner shown in Fig. 1b. A view of
each section is shown in Fig.1c, with an enlarged view in Fig.1d. The mesh is stretched rapidly in the far-field towards
the outer boundary, which is located30c from the surface of the airfoil. The boundary conditions arestraightforward.
No-slip, zero body-normal pressure-gradient and isothermal wall conditions are enforced at the solid-wall. The far
field is assumed to be far enough away for free-stream conditions to be valid while periodic conditions are applied in
the spanwise direction as well as at the branch cut arising due to theO-type mesh.

B. Baseline flow - no control

In order to set the framework for discussion, the baseline case without flow control is described first. As noted earlier,
the separated flow field has a complex structure and is unsteady as is the nature of transitional flows. Figure 2a exhibits
instantaneous vorticity magnitude iso-levels colored by the spanwise component of vorticity. The breakdown of the
shear layer very shortly after separation is clearly evident, generating smaller structures through the development of
spanwise instabilities. Although the process is highly three-dimensional, and requires a direct numerical simulation for
complete representation, in order to describe the flow succinctly, instantanous quantities will be plotted in spanwise
central plane. Figures 2b and c show the instantaneousu velocity and the vorticity magnitude. The shear layer
emanates from the separation point, which occurs at approximately2% chord and the flow may be considered to
be fully stalled. Proceeding downstream, the layer loses its coherence as the three-dimensional break-up process
progresses. The flow beneath the shear layer is transitional, and is characterized by very low velocities.

Aspects of the unsteady pressure distribution are presented in Fig. 3. Instantaneous contours, Fig. 3a show rela-
tively smooth behavior near the leading edge, but the spanwise instabilities yield coherent structures which propagate
downstream. The variation of the pressure in time is indicated in Fig. 3b, which plots the pressure coefficientCp at
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Figure 2. Aspects of instantaneous flowfield without control

the leading and trailing edges. The former location lies upstream of separation and subsequent breakdown of the shear
layer, and pressure undulations are observed to be of relatively low frequency. On the trailing edge however, pressure
fluctuations are considerably larger, with higher frequency content, and significant negative excursions are evident.
Distributions of surface pressure on the airfoil at variouspoints in the time history are plotted in Fig. 3c, together with
the mean, which is shown as a solid line. The spatial profiles are smooth on the windward surface, where the flow is
attached, but significant deviations are evident on the upper surface, where the flow is highly unsteady.

The mean flow is obtained by averaging the instantaneous solutions over several characteristic times. The structure
of the mean flow field is shown in Fig. 4, with contours of the u-velocity, vorticity and the coefficient of pressure,Cp.
The separated flow structure is clearly visible. Mean velocities exceed the freestream value at the outer edge of the
shear layer by up to0.2U∞. Significant reversed flow, with velocities reaching up to−0.6U∞ are evident in the
recirculating zones underneath. Figure 4b exhibitsωy, the spanwise and predominant component of vorticity. The
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principal coherent features are those associated with the shear layers emanating from the leading and trailing edges,
which exhibit positive and negative values respectively. The fluctuations associated with the features obtained in the
breakdown process beneath the separated shear layer (Fig.2a) are averaged out. The pressure contours, Fig. 4c show a
large region of low pressure on the upper surface. Lift and drag coefficients of the mean viscous solution are computed
to be0.71 and0.23, and will be employed to normalize subsequent values. The absence of a spanwise breakdown
mechanism in an equivalent 2-D computation at the same flow parameters yields vastly different instantaneous and
mean patterns, whose description is deferred to§ J.
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C. Body force specification

The body force is effectively established by specifying both the charge distribution and the spatial variation of the
electric field, from which the Lorentz force is readily deduced. The general development follows that described by
Shyyet al.15 However, to factor uncertainties in the model, and to explore the sensitivity of the fully separated flow to
different force distributions, additional parameters areintroduced to permit variations in actuator orientation, strength
and spatial extent. Although the approach is empirical, it provides an attractive framework for a parametric study,
greatly facilitating exploratory studies of plasma flow control effectiveness.

The force is obtained from the relation
~F = Dcθ∆tαρc

~Eδ (12)

whereθ is the frequency of the applied voltage,δt is an effective duty cycle to recover an effective mean force, α is a
factor for collision efficiency,ρc is the charge density and~E is the electric field vector. The charge density is assumed
to be uniform in the region of interest. The variation in electric field is approximated through several assumptions.
The magnitude is assumed to vary linearly inx andy, |E| = Eo + k1x + k2y. Thus, it diminishes from peak value
(= V/d, where V is the applied voltage andd is the streamwise distance between the two electrodes) at the origin to
zero beyond a specified distance from the wall. A further assumption, that the field value is at or above breakdown
level in the plasma region, is made to evaluatek1 andk2, and to determine the spatial extent of the force distribution.
This constraint yields the quantityδ which is1 when the field is above critical, and zero otherwise. In the frame of
reference of the device,~E is then obtained from:

~E =
|E|

√

k2
1 + k2

2

{

κξk2ξ̂ + κηk1η̂
}

(13)
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Figure 5. Body force field configurations for phenomenological approach

Here,ξ̂ andη̂ are unit vectors respectively along and normal to the exposed electrode, which is assumed to lie flush
on the surface of the body. For the airfoil, this coordinate system is located at the tangent to the surface at the leading
edge of the electrode. The orientation is adjusted by choosingκξ andκη. In all cases, a single DBD device is assumed,
though its location and strength are varied. Four orientations are considered, corresponding toκξ, κη pairs of Case
1: {1, 1} (the original formulation of Shyyet al15), Case 2:{1,−1} (vertical force component reversed so it points
towards the surface), Case 3:{0, 1} (normal to body and away from it), and Case 4:{0,−1} (normal to body and
towards it. Unless otherwise noted, the force is applied atX = 2.8%c, i.e., slightly downstream of the initiation of
separation. The values ofθ = 3000, ∆t = 67µs, α = 1, ρc = 1011 are taken from Ref. 15. The nominal values
chosen for the parameters describing strength and extent are Dc = 2400, a = 0.018 areb = 0.024, wherea and
b are normalized by chord length. The effect of these parameters on the solution is described in§ H. Note that for
a given plasma parameters such asDc andθ, the force magnitude is a function ofκξ andκη. As an example, the
force obtained for Case 1,{1, 1} is shown in Fig. 5a and b, which superposes force vectors overpressure contours
and instantaneous streamlines of the no-control case. One case was also examined with the actuator placed near the
trailing edge, Fig. 5c, results for which are described in§ G. The force vector is oriented to be generally tangential
to the surface, and displays large magnitude near the wall, gradually diminishing to zero in a triangular manner away
from the surface, similar to observation of the glow in the experiment. In the present work, as a first step, the force
was assumed to be a steady average, and no duty cycle was imposed.

D. Impact of body force on asymptotic response

Figures 6, 7 and 8 exhibit the impact of the each force distribution on instantaneous streamwise velocity, vorticity
magnitude and pressure after the solution has been marched to an asymptotic state. The results obtained with Cases 1
and 2 indicate that separation is substantially eliminated. The flow becomes nearly steady, but modest low frequency
oscillations are observed in the wake downstream of the trailing edge. In this region, the mesh is relatively coarse, and
potential instabilities in the wake may be constrained by the finiteness of the spanwise extent of the domain. Cases 3
and 4 do not yield quasi-steady asymptotes. The ineffectiveness of Case 3, in which the force is pointed normal to and
away from the body is not unanticipated, since a parallel maybe drawn to the case of wall-normal blowing. When
the force is directed vertically downward, the size of the disturbed region above the region is diminished (compare
Fig. 6c with 2b), but the solution remains unsteady as coherent structures are triggered and then convected downstream.
Although as noted earlier, the magnitude of the force was notnormalized in the various cases, the magnitudes of peak
velocities provide an indication of the strength and effectiveness of the force distribution. For cases with a streamwise
component of force, localized peak velocity magnitudes exceed3 times that of the freestream. On the other hand,
vertical upward force has relatively little impact on peak velocity, while values of about2.5 are observed for Case 4.

Vorticity magnitude contours for Cases 1 and 2, , Figs. 7a andb indicate an ordered near wall layer on the upper
side of the airfoil. Vorticity values are higher, and the layer is thicker, than the boundary layer developing on the
windward side. The shear layer leaves the surface slightly upstream of the trailing edge. The detachment angle relative
to the freestream is smaller for Case 1 than for Case 2, for which the shear layer detaches along a nearly horizontal
line aligning with the freestream only after several chord lengths downstream. In Case 4, which is characterized by
a shallow separation region and unsteady boundary layer development, peak values of vorticity are rapidly damped
on proceeding downstream of the body force. The absence of a coherent wall-jet (except in initial transients) in this
simulation inhibits the generation of vorticity near the wall through the viscous mechanism. Similar conclusions on the
overall flowfield may be drawn from pressure contours for Cases 1, 2 and 4 depicted in Fig. 8a through c (Case 3 is not
shown because of the ineffectiveness of this force configuration). In contrast to the baseline simulation (Fig.3a), each
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Figure 6. Instantaneous u-velocity contours obtained withdifferent force configurations

of these controlled flows displays a strong suction peak nearthe point of application of the force. Figure 8d exhibits
Cp on the surface for all four cases with control. For Cases 3 and4, which remain highly unsteady, a representative
instantaneous value has been plotted. Lowest pressures on the upper surface (Cp < 0) are observed with Cases 1 and 2.
Both Cases 2 and 4, which have a significant component of body force towards the wall also show a sharp local peak
in pressure where the force is applied. Comparison with the mean flow results of Fig.3c indicate that flow attachment
observed for Cases 1 and 2 are accompanied by reduction in thesuction surface pressure, and thus an increase in lift
coefficient. Representative values are2.3 and2.8 respectively (normalized by values obtained for the baseline case).
Analysis shows that for these two cases, thrust is also generated, consistent with a jet velocity profile in the wake of
the airfoil, as discussed below. Case 4 with the body force directed towards the wall continues to exhibit drag but it is
far smaller than that obtained without control.
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Figure 7. Instantaneous contours of vorticity magnitude obtained with different body force configurations
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Figure 8. Instantaneous pressure contours obtained with different force configurations

Instantaneous velocity profiles at mid-chord and mid-span of the upper surface are shown in Fig. 9a. Both Case1
and Case 2 depict the anticipated development of a wall jet (see Ref. 11) extending about0.1c above the wall. In
contrast, the no-control and Case 3 perturbation both exhibit negative velocities in the separated region, while the
effect of a purely downward force, Case 4, yields somewhat smaller reversed flow region. Mid-chord profiles of the
spanwise component of vorticity are depicted in Fig. 9b. Theno-control mean profile indicates a negative component,
since the mean flow is separated at this location. Both Cases 1and 2, for which the solution is relatively steady,
show positive values very near the wall, but also exhibit a reversal of vorticity in the region beyondz ∼ 0.07. The
reversal reflects the wall-jet nature of the near wall flow. Inthe interior of the region of applied force, the curl of the
distribution, Fig. 5, possesses a negative spanwise component, which is overcome by the viscous stresses generated
near the wall because of the no-slip condition and the required balance with the pressure gradient.
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E. Transient response following control onset

The transient process by which flow control is established isshown in Fig. 10 for Case 2 usingu-velocity. The wall jet
structure is initiated at the point of application of the force. The front propagates downstream in a relatively monotonic
fashion until the flow is completely attached, which occurs at about0.85Tc, whereTc = c/U∞ is the characteristic
time. The fluctuations diminish while the flow on the lower surface remains relatively unaffected by the control. When
the quasi-steady state is reached, the shear layer formed inthe wake by the merging of flows from the lower and upper
surfaces retains its jet like structure for a significant distance downstream of the trailing edge. The peak velocity,
whose value near the trailing edge is about3.5, decreases to about3 and2 one and two chords downstream.

The characteristic time with which the flow responds to the body force depends on the nature of the force with
Case 2 displaying slightly shorter transients than Case 1. The latter case in fact exhibits a more pronounced impulse
effect where the flow first attaches to the surface and remainsso for nearly2 characteristic times. A representative
flow field for this case, att = 2TC is shown in Fig. 10g. During this period, lift and drag valuesremain relatively
stable, but a mild unsteadiness is observed in the wake shearlayer region. A small reversed flow bubble attached to
the trailing edge persists, as shown in Fig. 10h. A similar region exists for Case 2 as shown, but the orientation of this
bubble is parallel to the upper surface, while it is more horizontal for Case 1. Subsequently, for Case 1, the bubble
increases in size in a very gradual fashion, and separation moves upstream – in the final solution plotted in Fig.6a,
separation is located atx ∼ 0.8c.
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Figure 10. Evolution of flowfield after control is switched on. Frames a through f areu-velocity contours for Case 2, frame g is for Case 1.

F. Transient response following control cessation

Further insight into relaxation timescales is derived by examining the response of the flow when the force is abruptly
switched off after the asymptotic state was reached: this simulation is denoted Case 5. Results are shown in Fig. 11 in
terms ofu-velocity contours at various time instants, designated interms of characteristic times, measured subsequent
to the switch-off. Immediately following control switch-off, the overshoot characteristic of the wall-jet due to lackof
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body-force ceases and this effect is observed to progress downstream In the immediate aftermath of the switch-off,
a thinning process is observed to propagate through the upper boundary layer in time with a convective speed. This
progression moves downstream at a phase velocity corresponding to a non-dimensional velocity of about1.6, reaching
the trailing edge after about0.6Tc, whereTc is the characteristic time. At about0.7Tc, indications of flow separation
are evident near the leading edge. This unsteady separationphenomenon is characterized by the onset of reversed
flow and formation of vortices similar to those observed in the initiation of dynamic stall. Figure 11i exhibits velocity
contours after a several characteristic times and indicates that the solution features resemble the no-control state.Thus,
in this case, no tendency towards hysteresis is observed.

Figure 11j exhibits surface pressures (p/p∞) at various time instants. The initial indication of body force cessation
manifests first in the pressure field as a clearly discernablerise near the actuator location in less than0.01 characteristic
time. Profiles of static pressure at the leading edge, mid-chord (suction surface) and trailing edge are shown in Fig. 11k.
Near the leading edge, the pressure increases after the force is removed. At mid-chord and near the trailing edge, major
oscillations are observed after0.3Tc at mid chord and about1Tc respectively, indicating a reduction in phase velocity
as the initial perturbation progresses downstream.
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Figure 11. Case 5: Evolution of flow field after body force is turned off

G. Effect of locating actuator near trailing edge

The effect of placing the device at the trailing edge, as in Fig. 5c, is shown in Fig. 12, which shows results about3Tc

after initiation of the force. It is evident that the flow nearthe leading edge, in the vicinity of the separating shear
layer is not significantly influenced in a manner indicating attachment (seee.g., Fig. 2b). However, near the trailing
edge, the initiation of a large scale event comprised of a trailing vortex system is evident. Instantaneous pressure traces
at the leading, mid-chord and trailing edges are depicted inFig. 12d. Although the simulation was halted before an
asymptotic state was reached, the figures indicate clearly the localized nature of the effect.

H. Effect of actuator strength and scale

The effect of force strength and scale is explored by halvingthe size of the device (a andb) and the strength (Dc)
compared to those of Case 1. Features of the flow after an asymptotic state is reached are exhibited in Fig. 13 in
terms of instantaneous velocity, vorticity magnitude and pressure. It is evident that although the massive separation
region observed in Fig. 3 is considerably diminished and theshear layer is at a smaller incline to the surface of the
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Figure 12. Effect of actuator near trailing edge

airfoil. However, the wall-jet layer experiences unsteadyseparation a short distance downstream of the point of force
application. Pressure contours show that an adverse gradient is encountered at this point. Peak values of velocity are
much lower with the smaller forcing. Vorticity is also not confined to a thin region as with Case 1 (Fig.7a) but rather
exhibits an unsteady three-dimensional distribution characteristic of a shear layer instability.

9 11
5

89

8

7

X

Z

0 0.5 1

-0.5

0

0.5

1
-0.5

4
0.1

7
0.7

10
1.3

13
1.9

16
2.5

a) u-Velocity

11 3
5 5

235

X

Z

0 0.5 1

-0.5

0

0.5 1
0

3
20

5
40

7
60

9
80

11
100

b) Vorticity magnitude

11

10

9
9 10

118

12

X

Z

0 0.5 1

-0.5

0

0.5
1

0.95
3

0.96
5

0.97
7

0.98
9

0.99
11
1

c) Pressure
Figure 13. Effect of force strength and scale

I. Impact of work done by body force

The impact of work done by the force was also explored for Case1 by settingβ = 1, thus adding the termDcq
∗~U · ~E∗

to the energy equation (see Eq. 3). Results are compared in Fig. 14a and b with simulations in which the work
term is not considerd. Figure 14a, which depictsu-velocity contours indicates that there is no qualitative difference
in the obtained flow structure. The prominent wall-jet on theupper surface has similar properties in terms of peak
velocities and downstream development. Figure 14b, in which surface pressure is plotted for the two cases, shows
that quantitative effects of the work term on pressure are also minor. Figure 14c, showing density contours when
the work term is on, indicates that the maximum density change near the point of application is limited to about2%.
Clearly compressibility effects are not necessary for effective control. The Mach number in this case directly reflects
the increase in velocity.
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Figure 14. Effect of work term in governing equations
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J. 2-D Simulations

The absence of a spanwise breakdown mechanism in a 2-D computation at the same flow parameters yields a vastly
different pattern in both instantaneous and mean flowfields.Contours of select instantaneous and mean quantities are
plotted in Fig. 15 for the baseline no-control case. In this case, shed vortices maintain their form in an unphysical
fashion, giving rise to a sequence of large structures in theform of vortex pairs that are shed downstream at various
intervals. Peak instantaneous velocities, Fig. 15a, are considerably larger, reaching almost twice those observed inthe
3-D simulations in localized regions. In a consistent fashion, instantaneous pressure contours exhibit coherent features
in which extrema which are much higher than in the full simulation. The mean profile, Fig. 15c, exhibits striking
qualitative and quantitative differences from both instantaneous 2-D and mean 3-D counterparts, with a lower incline
of the separated shear layer relative to the surface of the airfoil.
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Figure 15. Structure obtained with 2-D simulations withoutcontrol

Pointwise pressures obtained with a 2-D calculation are presented in Fig. 16a, and may be compared with the
3-D results of Fig. 3b. In this case, leading edge pressure profiles are generally lower than at the trailing edge, in
contrast to the 3-D situation, and the impact of the relatively larger structures of the 2-D simulation is evident. Both
traces also exhibit higher frequency content. Lift and dragcoefficients, normalized relative to the mean 3-D values,
are shown versus time in Fig 16b. The 2-D simulation yields significantly higher lift values and moderately lower
drag values than the 3-D case, the combined effect giving rise to a higherCL/CD ratio. Mean surface pressure
distributions are depicted in Fig. 16c. Whereas the 3-D result shows a relatively flat mean profile on the upper surface
as is characteristic of stall, while by contrast, the 2-D results shows a unphysical large region of low pressure under
the shed vortex system, consistent with the observed higherlift.
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Figure 16. Pointwise and surface values of pressure and meancomparison with 3-D results

Several conclusions may be derived from simulations in which the effect of the applied body force is examined
on these 2-D solutions. The results suggest that when the attachment process is complete, as in Case 2 above, both
approaches yield similar results. This is exhibited in Fig.17a which showsCp values from 2-D and 3-D results when
an asymptotic state is reached. Indeed, when separation is completely inhibited, the 3-D simulation is essentially 2-D
near the airfoil, with negligible computed spanwise velocities in the vicinity of the airfoil, except downstream of the
trailing edge. Furthermore, with the exception of mild unsteadiness in the wake, the solution is also fairly steady in
the region near the wing.

On the other hand, when the flow is unsteady, different results are obtained from the 2-D and 3-D approaches.
Unsteadiness may be associated either with the initial onset of transients after the application or cessation of the force,
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or when the asymptotic state itself is unsteady. The former situation is illustrated in Fig. 17b which depicts the state of
the flow at0.25Tc following control onset. The attachment front has penetrated further downstream and exhibits more
eruptive deviation from the wall in the 2-D case than in the 3-D case. The velocities inside the wall-jet are also seen to
be larger in the 2-D case. Some of these variations partly reflect differences in the initial conditions between the two
simulations. Nonetheless, these results suggest that simulations seeking to optimize duty cycle considerations, which
depend fundamentally on transient response, may require full 3-D analyses. The situation when the asymptotic state is
itself unsteady typically arises when reattachment is incomplete. In such situations, a separated shear layer or unsteady
boundary layer exists, whose dynamics in 2-D and 3-D are different, in much the same fashion as observed without
flow conrol. An example is the low forcing case described above, for which the 3-D simulation exhibits only partial
reattachment. Corresponding instantaneous snapshots with the two simulation approaches when an asymptotic state is
reached are shown in Fig. 17c. Key differences are evident inthe extent of the shear layer before unsteady processes
are generated, and the manner in which coherent features appear downstream. Another interesting situation in which
2-D and 3-D simulations differ is observed for Case 1. As shown earlier in Fig.6, in the 3-D simulation separation
is observed close to the trailing edge, and yields a relatively stable solution in the region of interest. However, in the
corresponding 2-D simulation, an instantaneous pattern ofwhich shown in Fig. 17c (bottom) together with the 3-D
pattern (top), the solution is unsteady and is characterized by shedding associated with the complex merging of the
wall-jet and the boundary layer from the lower surface of thewing section.
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Figure 17. Effect of forcing on 2-D simulations

V. Conclusion

The response of a separated flow field to body forces arising from suitably placed radio frequency dielectric barrier
discharge actuator is explored. A separated flow past a NACA 0015 airfoil at15 deg angle of attack and Reynolds num-
ber45, 000 is considered. Various force configurations are specified, and the response of the flow field is characterized
with 3-D direct numerical simulations utilizing a high-order method comprised of sixth-order compact differencing
and 10th order filtering. It is observed that the response of the flowfield is determined by a complex interplay between
the properties of the body force, inertial terms and the pressure field. In general, a significant downstream component
of the body force is beneficial to reduce stall, and complete elimination is observed at adequate force magnitude even
though the spatial extent of actuation is small relative to the size of the chord. Attachment is characterized by the
formation of a stable wall-jet on the upper surface. When theonly force component is normal and towards the wall,
the viscous layer developing downstream is susceptible to instability and asymptotically unsteady flow is obtained. In
an effort to characterize the transient response pertinentto duty cycle considerations, relaxation effects are studied by
suddenly switching off actuation and tracking the reappearance of separation. The absence of spanwise breakdown of
vortices in the 2-D flow simulation results in large coherentstructures which respond differently to the applied per-
turbation. Nonetheless, if and when stall is eliminated, the flowfield becomes generally 2-D, and the overall features
of 2-D and 3-D analyses are similar. Several avenues for future work may be identified, including the impact of duty
cycles, multiple actuators, scaling effects with Reynoldsnumber and angle of attack as well as more effective coupling
approaches with advanced first-principles based simulations.
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