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Abstract
The quest continues for computational fluid dynamics (CFD) algorithms that are accurate and efficient for convection-dominated applications including shocks, travelling fronts and wall-layers. The boundary-value 'optimal' Galerkin weak statement invariably requires manipulation, either in the test space or in an augmented form for the conservation law system, to handle the disruptive character introduced by the discretized first-order convection term. An incredible variety of methodologies have been derived and examined to address this issue, in particular seeking achievement of accurate and monotone discrete approximate solutions in an efficient implementation.

The UTK CFD research group continues its search on examining the breadth of approaches leading to development of a consistent, encompassing theoretical statement exhibiting quality performance. Included herein are adventures into generalized Taylor series (Lax–Wendroff) methods, characteristic Euler flux resolutions, sub-grid embedded high-degree Lagrange bases with static condensation, and assembled-stencil Fourier analysis optimization for finite element weak statement implementations. For appropriate model problems, including steady convection–diffusion and pure unsteady convection, and benchmark Navier–Stokes definitions, recent advances have lead to candidate accurate monotone methods with linear basis efficiency. This contribution highlights the theoretical developments, and presents quantitative documentation of achievable high quality solutions.

1. Introduction

The Navier–Stokes conservation law system for the state variable \( q = q(x_j, t) \) is of the form

\[
\mathcal{L}(q) = \frac{\partial q}{\partial t} + \frac{\partial}{\partial x_j} (f_j - f_j^v) - s = 0, \quad \text{on } \Omega \times t \subset \mathbb{R}^d \times \mathbb{R}^+, \quad 1 \leq j \leq d
\]

where \( f_j = f(u_j, q) \) and \( f_j^v = f(\epsilon \partial q / \partial x_j) \) are the kinetic and dissipative flux vectors respectively, the convection velocity is \( u_j \), \( \epsilon > 0 \) is the diffusion coefficient that varies parametrically and \( s \) is a source. Appropriate initial and boundary conditions close system (1) for the well-posed statement.

Computational difficulties occur as \( \epsilon \to 0 \), leading to occurrence of 'thin layer' solutions containing large gradients, e.g., boundary layer, shock. In CFD, this is the natural occurrence for Reynolds number becoming large. Thereby, even though the analytical solution to (1) remains smooth, monotone and bounded, the spatially discretized CFD solution process becomes dominated by an oscillatory error mode, leading to instability in the presence of the inherent Navier–Stokes non-linearity in \( f_j \).
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Thus, a persistent CFD algorithm research goal is to obtain an efficient, multi-dimensional ‘arbitrary’ grid algorithm that extracts an accurate, stable and monotone solution for (1) on a practical mesh for arbitrary \( \varepsilon \). Stabilizing techniques such as artificial viscosity methods [1–3] and/or flux correction operations [4, 5] contain one or more arbitrary parameters. Fluxvector splitting methods [6] replace parameters with switches, but solutions may still exhibit oscillations near strictly local extrema. Implementation of non-linear correction factors called limiters [7] requires a relatively dense mesh for interpolation to attain an essentially non-oscillatory (ENO) solution. Finally, most of these theories are developed via analysis on 1-D schemes, hence become theoretically tenuous in a multi-dimensional application.

‘Intelligent’ algorithms for handling solution mesh adaptation in an automatic manner have been extensively examined in finite element (FE) solution-adaptive ‘p and h-p’ forms, [8–14]. Several advantages, including ‘unstructured meshing,’ accrue to these algorithms, but at a significant cost in increased algorithm operation count and storage requirements that can hinder achieving practical mesh solutions. Recent developments in the area of subgrid scale resolution include hierarchical (h-p) elements [15] and inclusion of nodeless bubble functions [16]. Solution monotonicity is typically not an ingredient in these theories, and as the number of degrees of freedom (DOF) increases, especially for 3-D, the algebraic system matrix order increases rapidly, hence also the computer resource requirement. Numerical linear algebra efficiency issues then also become a central issue.

This paper summarizes and develops the weak statement theory for some recent developments and documents performance for verification and benchmark problem statements belonging to the Navier–Stokes problem class, for smooth and non-smooth solutions including nonlinearity.

2. The weak statement formulation

The weak statement underlines the development of the range of CFD algorithms. Such an integral statement associated with (1) is

\[
\int_{\Omega} w \left[ \frac{\partial q}{\partial t} + \frac{\partial}{\partial x_j} \left( f_j - f_j^v \right) - s \right] \, d\Omega = 0
\]  

(2)

where \( w \) denotes any admissible test function. Thereafter, the finite element (FE) spatial semi-discretization of the domain \( \Omega \) of (1) employs the mesh \( \Omega^h = \bigcup \Omega_e \), and \( \Omega_e \) is the generic computational domain. Using superscript ‘h’ to denote ‘spatial discretization,’ the FE weak statement implementation for (1)–(2) defines the approximation as

\[
q(x, t) \approx q^h(x, t) = \bigcup_e q_e(x, t)
\]  

(3)

\[
q_e(x, t) = \{N_k(x)\}^T \{Q(t)\}_e
\]  

(4)

where \( \{\cdot\} \) denotes a column matrix, and the trial space FE basis set \( \{N_k(x)\} \) typically contains Chebyshev, Lagrange or Hermite interpolation polynomials complete to degree \( k \), plus perhaps ‘bubble functions’ [16].

The spatially semi-discrete FE implementation of the weak statement \( WS^h \) for (1)–(2) leads to

\[
WS^h = S_e \left( \int_{\Omega^h} \{N_k\} \left( \frac{\partial q^h}{\partial t} + \frac{\partial}{\partial x_j} (f_j - f_j^v)^h - s \right) \, d\tau \right) \equiv \{0\}
\]  

(5)

\[
= S_e \left( \int_{\Omega^h} \{N_k\} \left( \frac{\partial q^h}{\partial t} - s \right) \, d\tau - \int_{\Omega^h} \frac{\partial \{N_k\}}{\partial x_j} (f_j - f_j^v)^h \, d\tau + \int_{\partial \Omega_e \cap \partial \Omega^p} \{N_k\} (f_j - f_j^v)^h \hat{n}_j \, d\sigma \right)
\]  

(6)

using the Green–Gauss divergence theorem and \( S_e \) symbolizes the ‘assembly operator’ carrying local (element) matrix coefficients into the global arrays. The surface integral in (5) contains the unknown boundary fluxes wherever Dirichlet (fixed) boundary conditions are enforced.
Independent of the dimension \( d \) of \( \Omega \), and for general forms of the flux vectors, the FE semi-discretized weak statement (5) always yields an ordinary differential equation (ODE) system

\[
WS^h = [M][\{Q(t)\}'] + \{R\} = \{0\}
\]

where \( \{Q(t)\}' \) denotes \( d\{Q\}/dt \), and the system square matrix \([M]\) and 'residual' column matrix \( \{R\} \) are formed via assembly over \( \Omega^h = \bigcup \Omega_e \) of corresponding element rank matrices as

\[
[M] = S_e[M_e]_e \quad \text{and} \quad \{R\} = S_e[\{R\}]_e = S_e(\{[U]\}_e + \{[D]\}_e + \{[B]\}_e\{Q\}_e - \{b\}_e)
\]

where subscript \( k \) in (8) emphasizes coefficient dependence on FE basis degree \( k \) in (4). On each finite element \( \Omega_e \), the contained compositions are \([D]\)_e for the dissipative fluxvector \( f_j \), \([U]\)_e for the convective flux vector \( f_j \), and \([B]\)_e for the \( d - 1 \) dimensional implementation of the boundary flux contribution, while \( \{b\} \) is the matrix of all known data.

The form (7) provides the local time derivative necessary to evaluate a temporal Taylor series (TS). Selecting the \( \theta \)-implicit one-step Euler family, then

\[
\{Q(n+1)\} = \{Q\}_n + \Delta t [\theta \{Q\}^{n+1}_n + (1 - \theta)\{Q\}_n] + O(\Delta t^2)
\]

\[
= \{Q\}_n - \Delta t [M]^{-1} (\theta \{R\}_{n+1} + (1 - \theta)\{R\}_n) + \text{H.O.T.}
\]

where subscript \( n \) denotes time level. Clearing \([M]^{-1}\) and collecting terms to a homogeneous form yields the \( WS^h + \theta \)TS terminal algorithm statement

\[
\{FQ\} = [M]\{Q_{n+1} - Q_n\} + \Delta t(\theta \{R\}_{n+1} + (1 - \theta)\{R\}_n) = \{0\}
\]

The **Newton algorithm** for solution of (10) is

\[
\text{JAC}\{\Delta Q\}_n = -\Delta t \{R\}_n, \quad \text{linear}
\]

\[
\text{JAC}\{\delta Q\}^{p+1}_n = -\{FQ\}_n^p, \quad \text{non-linear}
\]

where for iteration index \( p \)

\[
\{Q\}^{p+1}_n = \{Q\}_n^p + \{\delta Q\}^{p+1}_n = \{Q\}_n + \sum_{i=1}^{p} \{\delta Q\}^{i+1}_n
\]

The linear form (11) converges in a single step, hence \( \{Q\}_n = \{Q\}_n + \{\Delta Q\}_n \). In either instance, the Newton jacobian is formed as

\[
\text{JAC} = \frac{\partial \{FQ\}}{\partial \{Q\}} = [M] + \theta \Delta t \left( \frac{\partial \{R\}}{\partial \{Q\}} \right)
\]

For the steady state problem, \( \partial q/\partial t = 0 \) in (1), hence clearing through the \( \Delta t \) in (10)–(14) yields \( \text{JAC} = \partial \{R\}/\partial \{Q\} \) and \( \{FQ\} = \{R\} \).

### 3. The Taylor weak statement

Baker and Kim [1] generalized the methods of Lax and Wendroff [23] and Donea [24] as the 'Taylor Weak Statement.' The method is readily illustrated for multidimensional linear advection

\[
\mathcal{L}(q) = \frac{\partial q}{\partial t} + u_j \frac{\partial q}{\partial x_j} = 0
\]

Higher derivatives are taken in the manner of Lax and Wendroff

\[
\frac{\partial^2 q}{\partial t^2} = -u_j \frac{\partial}{\partial x_j} \frac{\partial q}{\partial t} = u_k \frac{\partial}{\partial x_k} \left( u_j \frac{\partial q}{\partial x_j} \right)
\]

\[
\frac{\partial^3 q}{\partial t^3} = u_k \frac{\partial}{\partial x_k} \left( u_j \frac{\partial}{\partial x_j} \frac{\partial q}{\partial t} \right) = -u_l \frac{\partial}{\partial x_l} \left( u_k \frac{\partial}{\partial x_k} \left( u_j \frac{\partial q}{\partial x_j} \right) \right)
\]
Convex combinations of the time and space derivative terms are taken using arbitrary weights $\alpha, \beta, \gamma, \mu$

\[
\frac{1}{2} \frac{\partial^2 q}{\partial t^2} = \alpha \left( u_j \frac{\partial}{\partial x_j} \frac{\partial q}{\partial t} \right) + \beta \left( u_k \frac{\partial}{\partial x_k} \left( u_j \frac{\partial q}{\partial x_j} \right) \right),
\]

\[
\frac{1}{6} \frac{\partial^3 q}{\partial t^3} = \gamma \left( u_k \frac{\partial}{\partial x_k} \left( u_j \frac{\partial q}{\partial x_j} \right) \right) + \mu \left[ u_l \frac{\partial}{\partial x_l} \left( u_k \frac{\partial}{\partial x_k} \left( u_j \frac{\partial q}{\partial x_j} \right) \right) \right],
\]

which when substituted into an explicit Taylor time series

\[
q^{n+1} = q^n + \Delta t \frac{\partial q^n}{\partial t} + \frac{\Delta t^2}{2} \frac{\partial^2 q^n}{\partial t^2} + \frac{\Delta t^3}{6} \frac{\partial^3 q^n}{\partial t^3} + \frac{\Delta t^4}{24} \frac{\partial^4 q^n}{\partial t^4} + O(\Delta t^5)
\]

and then substituted into (15) yields a ‘Taylor-series corrected’ semidiscrete form

\[
\mathcal{L}(q) = \frac{\partial q}{\partial t} + u_j \frac{\partial q}{\partial x_j} \approx \frac{q^{n+1} - q^n}{\Delta t} + u_j \frac{\partial q^n}{\partial x_j} - \Delta t \left[ \alpha \left( u_j \frac{\partial}{\partial x_j} \left( \frac{q^{n+1} - q^n}{\Delta t} \right) \right) + \beta \left( u_k \frac{\partial}{\partial x_k} \left( u_j \frac{\partial q}{\partial x_j} \right) \right) \right] \\
- \Delta t^2 \left[ \gamma \left( u_k \frac{\partial}{\partial x_k} \left( u_j \frac{\partial}{\partial x_j} \left( \frac{q^{n+1} - q^n}{\Delta t} \right) \right) \right) + \mu \left[ u_l \frac{\partial}{\partial x_l} \left( u_k \frac{\partial}{\partial x_k} \left( u_j \frac{\partial q}{\partial x_j} \right) \right) \right] \right]
\]

consisting of the ‘standard’ approximation plus correction terms $\alpha(\cdots), \beta(\cdots), \gamma(\cdots),$ and $\mu[\cdots].$ Each term in (19) can be approximated using linear basis finite elements except the last term $\mu[\cdots]$ which is normally set to zero for simplicity. The more useful of the correction terms are $\beta(\cdots),$ an artificial diffusion term, and $\gamma(\cdots),$ a time accuracy correction. Selecting these produces a ‘Taylor weak statement’ (TWS) generalized linear advection form which can replicate diverse schemes from the literature by using standard elements and assigning appropriate values to the constants. Values for schemes such as Petrov–Galerkin, Taylor–Galerkin, Characteristic–Galerkin, and QUICK are reported in [1, 22].

A standard Fourier or von Neumann analysis has been applied to the TWS statement to optimize transient or phase accuracy [22]. With fixed values of constants $\beta$ and $\gamma,$ the TWS form can replicate the unique fourth-order accurate (in frequency) one-dimensional finite difference scheme derived by several authors, probably first by Stone and Brian [25]. Although accuracy can be extended indefinitely using higher-order elements or wider stencils, this scheme uses a linear basis with three-wide node stencil for efficiency. The transient accuracy can be improved to fifth-order accurate by varying the constants with time, without increasing the stencil width. The phase accuracy can be further improved by optimizing the constants to minimize error rather than meeting a specific order of accuracy, these criteria being identical in the limit but different at (achievable) low orders of accuracy.

This frequency optimization is useful for pure transient problems as illustrated by the ‘cosine hill’ or ‘rotating cone’. Its initial condition and analytical solution after one revolution are shown in Fig. 1 and the uncorrected trapezoidal rule finite element solution after one revolution in Fig. 2. This simulation was run with Courant number of 1/2 and shows substantial dispersion error waves.

Fig. 1. Analytical rotating cone.
Fig. 2. Standard trapezoidal rule.
The fourth-order corrected TWS solution is shown in Fig. 3, while the phase-optimized TWS solution is given in Fig. 4. Each solution shows improvement over the Galerkin form, Fig. 2, in regards to accuracy and phase error reduction.

Work continues on optimizing the TWS methodology for stability using artificial diffusion and using TWS on nonlinear equation systems.

4. NEWS: Non-linear element upstream weak statement

NEWS is a Galerkin finite element discretization of the Navier–Stokes ‘characteristics’ integral weak statement

\[
\int_\Omega w \left[ \frac{\partial q}{\partial t} + \frac{\partial}{\partial x_j} (f^C_j - f^\psi_j) - s \right] \, \text{d}\Omega = 0
\]

associated with (2) where \( f^C_j \) denotes the characteristics resolution of the Euler flux \( f_j \). The flux \( f^C_j \) in the discrete weak statement (5) yields a multidimensional characteristics consistent formulation that induces minimal dissipation. This flux, in fact, will automatically yield an upstream-bias discretization of \( \partial f_j / \partial x_j \), along characteristic directions, but only in regions of solution discontinuities. In regions of solution smoothness, \( f^C_j \) will approach \( f_j \). In this manner, the induced dissipation remains focused in regions of solution discontinuities, without adversely affecting the smooth parts of the solution.

Following a characteristics decomposition of the multi-dimensional flow field into multi-dimensional acoustics, convection, and pressure-gradient fields [26], the corresponding resolution of the Euler flux for accurate approximation of flow wave propagation is expressed for a representative 2-D formulation as

\[
f^C_j \equiv f_j - \epsilon \psi \left[ c (\beta a_j a_t + \beta^N a_j^N a_t^N) \frac{\partial q}{\partial x_t} + a_j \left( \frac{\partial f^q_t}{\partial x_t} + \delta \frac{\partial f^p_t}{\partial x_t} \right) \right]
\]

where the expression between brackets corresponds to the contraction of an upstream-bias tensor with the gradient of \( q \) and generalizes the traditional ‘numerical-flux’ formulae.

In this tensor contraction, the first two terms denote the acoustics component, which for high subsonic and for supersonic Mach numbers remains by design non-negligible only within a narrow multi-
dimensional conical region about the cross flow direction. As its name indicates, the acoustics component originates as an exact Riemann solver for the acoustics limit of the full Euler equations. The two terms between parentheses denote the convection and pressure-gradient components, which originate from a decomposition of the divergence of the Euler inviscid flux vector $f_j$. In these two terms, $\partial f_j^p/\partial x_j$ corresponds to the pressure gradient in the momentum equations and $f_j^q = f_j - f_j^p$.

In the tensor contraction in (21), the positive variables $e$ and $\psi$ indicate a reference length and the upstream-bias 'smoothness' controller. In regions of solution discontinuities, $\psi = 1$, so that (21) induces a finite amount of upstream-bias; in regions of solution smoothness, $\psi$ substantially decreases so that $f^C$ approaches $f_j$. The variables $a = a(q)$ and $a^N = a^N(q)$ in (21) correspond to unit vectors parallel and perpendicular to the flow velocity. Additionally, $c = c(q)$ denotes the local speed of sound, $\beta = \beta(M)$ and $\beta^N = \beta^N(M)$ are two Mach-number-dependent upstream-bias functions so that $\beta(0) = \beta^N(0) = 1$, i.e. the acoustics limit, and $\beta(M) \equiv 0$ for $M \geq M_s$, where $M_s$ denotes a subsonic threshold Mach number; the function $\beta^N(M)$, instead, remains positive and approaches zero as $M$ increases. The function $\delta = \delta(M)$ indicates a scalar pressure-gradient influence function, with $0 \leq \delta(M) \leq 1$, $\delta(0) = 0$ and $\delta(M) = 1$ for $M > 1$. 

Fig. 5. (a) Upstream-bias functions $\beta$ and $\delta$ versus $u/c$; (b) Upstream-bias stream wise eigenvalues versus $u/c$. 
Fig. 6. Polar variation of upstream-bias eigenvalues, \( M_\infty = 2.0 \).

Fig. 7. \( M_\infty = 3.0 \) Compression ramp, (a) NEWS 35 \( \times \) 35 element grid; (b) NEWS density contours.

Within a multi-dimensional flow-field, flow waves propagate in infinitely many directions. The upstream-bias tensor will therefore allow an accurate approximate propagation of waves when it induces an upstream-bias in all flow directions. This tensor, therefore, must remain consistent and globally stable; its eigenvalues, therefore, must remain real and non-negative along all propagation directions radiating from any point within the flow field. Specific expressions for the upstream-bias functions \( \beta(M) \), \( \beta^N(M) \) and \( \delta(M) \) were thus determined by enforcing this demanding global stability condition on the upstream-bias tensor. These functions remain differentiable as shown in Fig. 5a.
Despite the formidable structure of the non-linear upstream-bias tensor in (21), its characteristic eigenvalues have all been exactly determined in analytical closed form for arbitrary 3-D flow states [26], and it was found that the principal axes of this tensor are in the streamwise and cross flow directions. Correspondingly, the characteristic eigenvalues attain their maximum values in the streamwise direction, a characteristic direction for the steady multi-dimensional Euler equations. These streamwise eigenvalues remain continuous and differentiable in the subsonic, transonic, and supersonic Mach number regime, and smoothly merge into the classical $M$, $M + 1$ and $M - 1$ eigenvalues in the supersonic regime, beginning at the critical $M = 1$ neighborhood, as presented in Fig. 5b.

The analysis of the directional variation of the characteristic eigenvalues for all flow directions and Mach numbers indicates that the upstream-bias tensor induces anisotropic variable-strength upwinding in which the magnitude of the streamwise and cross-flow dissipations remain different from and independent of each other. The streamwise dissipation depends on the Mach number and the cross flow dissipation decreases for increasing Mach number and becomes negligible for supersonic flows, as indicated in Fig. 6, which presents the polar variation of the upstream-bias eigenvalues about a velocity vector at 30° with respect to the horizontal $x$-axis. In this manner, therefore, the developed formulation will not generate for increasing $M$ as much cross wind dissipation as induced by an isotropic or direction-split perturbations. As a further result of this analysis, not only is the acoustics perturbation important for accurate approximate acoustic wave propagation, but it is also pivotal for global stability. In fact, without acoustics perturbation, the characteristic eigenvalues turn negative, hence unstable, within a conical region about the cross wind direction [26]. Fig. 7b documents performance of the formulation for a compression-ramp $Ma_{\infty} = 3.0$ supersonic flow. The captured density oblique shock remains essentially non-oscillatory and freely crosses the outflow boundary without any spurious reflection.

5. Sub-grid embedded (SGM) element

In distinction to [1–16], the sub-grid embedded (SGM) finite element basis theoretical development [27] addresses the fundamental issue of multi-dimensional practical (coarse) grid solution accuracy with guaranteed monotonicity and minimal (optimal) numerical diffusion. It is based on a genuinely non-linear, non-hierarchical, high-degree finite element basis for use in a discretized approximation of a weak statement algorithm. Verification for both linear and non-linear convection–diffusion equation SGM finite element solutions is documented in [27], cf. Fig. 8, where small $\epsilon$ ($O(10^{-5})$) monotone and nodally accurate solutions are obtained on coarse grids.

The SGM basis construction is distinct from reported developments in the area of subgrid scale resolution, including hierarchical ($h$-$p$) elements [15] and nodeless bubble functions [16]. The SGM development employs strictly classical Lagrange basis methodology, and the SGM basis is applicable only to the dissipative flux vector term $f^v_j$ in (1), [28]. The discretized kinematic flux vector $f_j$ remains a ‘centered’ construction via the parent strictly Galerkin weak statement.

The key efficiency ingredient of the SGM element is reduction to linear basis element matrix rank for any embedded degree. This is in sharp contrast to conventional enriched basis FE/FD algorithms, as the SGM element strictly contains matrix order escalation, hence increased computer resource demands.

The SGM theory augments the diffusion term in (5) via an embedding function $g(x, c)$, hence the name ‘SubGrid eMbedded.’ The definite integral form of the SGM basis function set, denoted $\{N_3\}$, for $[D]_c$ in (8) is

$$\int_{\Omega_c} \frac{\partial \{N_3\}}{\partial x} \cdot \frac{\partial \{N_3\}^T}{\partial x} \, dx = \left. \int_{\Omega_c} g(x, c) \frac{\partial \{N_k\}}{\partial x} \cdot \frac{\partial \{N_k\}^T}{\partial x} \, dx \right|_R$$

(22)

where the statically condensed, [19, 20], reduced Rank form is denoted as $|_R$. The embedded polynomial $g(x, c)$ contains one arbitrary (at present) parameter $c$ for each additional Lagrange degree $k \geq 2$. The form of the 1-D SGM element basis set $\{N_3\}$ for $k = 2 = S$ is expressed, analogous to the $k = 1$ Lagrange basis, as
In (23), \( \mu \) is a polynomial function of an expansion coefficient set, \( a_i \), dependent on embedding degree \( k \), and the \( k = 1 \) element local coordinate \( \xi \), and \( \alpha \) is a function of \( c \).

The Lagrange linear \((k = 1)\) and quadratic \((k = 2)\) FE basis polynomial set, the \( k = 1, p = 2 \) hierachical (bubble) element, and the SGM \( S = 2 \) \((k = 2, \text{reduced})\) Lagrange element for 1-D and 2-D are compared in Fig. 9a-f. Both the Lagrange \( k = 2 \) and \( p \)-hierarchical elements contain an extra degree of freedom (node 2 in Fig. 9b and c). For the choice of quadratic embedded polynomial \( g_2 = \{1, c, 1\}\{N_2\} \) in (22), where \( \{N_2\} \) is the Lagrange quadratic basis, the SGM element is supported on only two nodes, Fig. 9(d). The discussion in [27] confirms \( c \geq 1 \) is the requirement. For \( c = 1 \), the 1-D diffusion matrix is identical to the linear Lagrange 1-D diffusion matrix.
The SGM element construction for a 1-D model form of (1) leads to a theoretical non-linear monotonicity constraint via enforcement of a real eigenvalue spectrum for the algorithm stencil. Thereby, the theory predicts the optimal distribution of the SGM embedded parameter (set) on each element, hence the mesh $\Omega^h$. The generalization to non-uniform, $d$-dimensional discretizations leads to the potential for attainment of nodally exact monotone solutions on arbitrary meshes. The multidimensional form of the nodally distributed SGM solution monotonicity constraint is directional and the parameter is derived as a function of convection velocity, mesh projection and Reynolds number [27].
5.1. Quasi-1D compressible de Laval nozzle shock verification

A quasi-one dimensional compressible Navier–Stokes problem SGM solution is documented. The normalized variable crosssection is defined for a de Laval nozzle geometry, Fig. 10a, using the problem specification of [29]. The non-dimensional initial condition for state variable $q$ is the sonic throat, shock-free isentropic solution. The reference state is inflow. The corresponding inlet Mach number is $Ma_{in} = 0.2395$.

The verification problem definition is the steady state following an impulsive change from isentropic flow by decreasing the exit pressure. The resultant expansion wave propagates upstream to the throat, hence triggers formation of a (normal) shock which moves downstream. The analytical solution shock Mach number and location is given in [30].

The nozzle domain is uniformly discretized into 50 elements. The non-dissipative GWS algorithm solution diverges for this problem. The TWS dissipative algorithm for $\beta \Rightarrow \beta_d = 0.1 – 0.2$ converges to a steady state with shock location and sharpness, hence non-monotone character, as a function of $\beta$, Fig. 10(b). A close look near the shock region reveals that the TWS $\beta = 0.2$ solution is substantially diffused, while the $\beta = 0.1$ solution is non-monotone (oscillatory). The SGM solution Mach number distribution at $Re = 10^6$ is also plotted in Fig. 10(b). It is monotone and follows the analytical solution more closely than either TWS solution. Figure 10(c) verifies the monotonicity of the SGM solution during time evolution to steady state. Finally, the SGM solution on a non-uniform mesh is monotone and accurately captures the steady state shock on two nodes, Fig. 10(d). The analytical solution is plotted thereon for comparison, documenting that this non-uniform mesh SGM solution as essentially the Lagrange interpolant of the exact solution. The iteratively-determined SGM parameter set is plotted in Fig. 10(e). For $Re = 10^6$, the parameters range between $10^3 – 10^4$, and a sharp shock point operator is confirmed present.

5.2. Gaussian plume, directional diffusion in a 3-D convective field

The standard benchmark problem ([19, Ch. 4.12]) calls for prediction of the steady-state convective-diffusive transport of a neutrally-buoyant contaminant introduced into a directional uniform velocity field in three dimensions. The diffusion tensor is orthotropic with negligible component parallel to the onset flow direction. This problem was devised to verify CFD methods applied to atmospheric transport of a contaminant continuously emitted from a point source. Computationally, the ‘point’ is distributed over a block of eight cells in a pyramidial distribution.

The governing PDE with orthotropic diffusion tensor in principal coordinates is

$$\frac{\partial q}{\partial t} + u_j \frac{\partial q}{\partial x_j} - \frac{\partial}{\partial x_i} \left( \epsilon_{ij} \frac{\partial q}{\partial x_j} \right) = s = 0, \quad \text{on } \Omega \times t \subset \mathbb{R}^3 \times \mathbb{R}^+ \quad (24)$$

For the standard benchmark, the uniform imposed velocity field is $u = 1 \ i + 0 \ j + 0 \ k$ with $\epsilon_1 = 0, \epsilon_2 = 0.02 = \epsilon_3$. For these specifications, the Lagrange $k = 1$ and $k = 2$ WS algorithm solutions produce accurate plume prediction with modest select negative concentrations predicted about the source, [19].

To better quantify dispersion error annihilation via SGM, $u = 1 \ i + 1 \ j + 1 \ k$ is preferred with significantly decreased diffusion levels. Hence, $\epsilon_1 = 0.0001, \epsilon_2 = 0.1$ and $\epsilon_3 = 0.001$ are defined for (24).

The uniform $17 \times 17 \times 21$ standard benchmark computational mesh is retained with domain span an 80 km cube. For the modified velocity field, the source was moved to lie on the domain diagonal near the lower left domain corner. The Lagrange $k = 1$ WS algorithm steady-state solution predicts ranges of negative concentration, Fig. 11(a), with extremum $-6\%$. The comparison $S = 2$ SGM solution, Fig. 11(b), is absolutely monotone, hence totally devoid of any negative concentration. Elsewhere, the $k = 1$ and $S = 2$ solution fields are nominally nodally identical.

6. Galerkin matrix perturbation (GMP) algorithm

For a large class of computational fluid dynamics (CFD) problems, the discrete approximate solution error is viewed as a truncation of a Taylor series expansion. A weak statement Galerkin matrix pertur-
Fig. 10. Steady state solution $Ma$ and $rsgm_q$ distribution for compressible flow, $Re = 10^5$. 
a) 3-D Plume Steady State GWS Solution

b) 3-D Plume Steady State SGM Solution

Fig. 11. 3-D Gaussian plume convection–diffusion solutions.
bation (GMP) method is developed [31] yielding simple tridiagonal forms that reduce, or annihilate in special cases, the Taylor series truncation error. The procedure is analyzed via a von Neumann frequency analysis and can be theoretically compared with a wide class of algorithms, e.g. Taylor Weak Statement (TWS) and compact finite difference schemes on a term by term basis.
The algorithm amplification factor $G$ determines how the fully discrete solution grows or decays in time. For the temporal and spatial discretization measure $\delta t$ and $\delta x$, the 1-D analytical amplification factor for (15) may be expanded in a Laurent series as

$$G = \exp(-i\omega(n \delta t)) = \exp(-imC) = 1 - imC - (mC)^2/2! + \cdots$$  \hspace{1cm} (25)

where $m = \omega \delta x$ is the virtual non-dimensional wavenumber with $C = u \delta t / \delta x$ the corresponding Courant number.

The discrete approximation solution amplification factor $G^h$ is algorithm specific and may be computed via a Fourier modal analysis of the discretized CFD recursion relation. The order of accuracy, hence stability, of a numerical algorithm may be determined from its amplification factor $G^h$ by matching coefficients of powers in wavenumber in the Laurent series expansion with the analytical solution $G$ in (25).

Assuming that an arbitrary order of the Taylor series truncation error for the temporal and spatial discretization may be expressed in the form of FE perturbation matrices, the temporal and convection matrices of linear basis rank form become

$$[M] = S_c([M]_e - [APERT]_e)$$  \hspace{1cm} (26)

$$[R] = S_c([U]_e - [APERX]_e)\{Q(t)\}_e - b(t)$$  \hspace{1cm} (27)

where $[APERT]_e$ and $[APERX]_e$ are element level perturbation matrices that may be determined via comparing the Laurent series of the algorithm $G^h$ and matching arbitrary coefficients for order accuracy with the Laurent series of $G$ in (25), [31]. The forms of the elements of $[APERT]_e$ and $[APERX]_e$ are a sum series of $a_r \exp(imr), 0 \leq r \leq \gamma$, where $a_r$’s are determinable coefficient and $\gamma$ estimates the order of accuracy of the algorithm. Detailed descriptions for arbitrary order-accurate algorithms are available in [31]. For example, $\gamma = 0$ yields a general fourth-order accurate algorithm while $\gamma = 2$ is at least sixth-order accurate. However, as a special case, for $C = 1$ the $\gamma = 0$ perturbed mass matrix annihilates the phase dispersion error completely.

Verification hyperbolic solution is given for predicting the propagation of a cone initial distribution in a rotational convective field confirming theoretical prediction of high-order accuracy for GMP algorithm, Fig. 12(a–f).

7. Conclusions

Weak statement theory provides a rich basis for construction of CFD algorithms for the Navier–Stokes equations. The conception of the finite element basis function as the foundation for conversion to a computable form is fundamental to the implementation. This paper has presented a range of variations on the selection of traditional and non-traditional Lagrange basis forms designed for control and annihilation of the short wavelength dispersion error that dominates the computational process. In addition to providing a rational basis for selection/design, the procedures are capable of recovering a range of schemes derived by alternative means within a rational, hierarchical theory that provides guidance for the next level of developments.
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