Numerical study of low pressure air plasma in an actuated channel
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A model for air plasma discharge based on drift-diffusion with local mean energy approximation is described. The model consists of 7 species and 18 reactions. The code is benchmarked with experimental and numerical results for low pressure glow discharge in a cylindrical tube. The code is used to simulate the discharge produced by a wire placed in a rectangular channel with grounded electrodes at the top and bottom walls. The discharge is concentrated near the wire. The actuator acts on the neutral gas through a body force and Joule heating. Around 80%–90% of the electrical power is converted to Joule heating of the neutral gas and the wall. The actuator produces a body force on the order of 0.1 mN/m. The effectiveness of the actuator increases from 100 to 300 V, and plateaus from 300 to 600 V. The results of the study suggest a further exploration of the channel concept.

I. INTRODUCTION

The air flow produced by a gas discharge, known as the “electric wind,” has been known since the early 1700s. A device which uses a gas discharge to add momentum and energy to a fluid flow is known as a plasma actuator. The actuator creates a gas discharge by applying a sufficient voltage difference between two electrodes, ionizing the fluid in the vicinity. The bulk of research carried out on plasma actuators in more recent years has focused on their application to flow control. Plasma actuators have been shown to delay transition in motorized glider flight tests, and there is ongoing work to implement the actuators in real world applications.

A plasma pump can be created by placing plasma actuators inside a channel. The actuator can consist of plate electrodes, wire electrodes, or needle electrodes. The advantages of producing a fluid flow in this manner include low power consumption, instantaneous response, and a lack of moving parts. The technology is also suitable for miniaturization. In this work, the plasma discharge in a channel produced by a wire electrode is studied numerically under lower than atmospheric pressure conditions. The simulation of the plasma is performed using the fluid model with the drift-diffusion approximation. The most typical air plasma chemistry model used in fluid simulations contains three charged species, which are a positive ion, a negative ion, and an electron. More complex models which include additional species have also been considered. The model chosen to simulate the channel geometry in this work is first validated with experimental data. The model is then applied to the new geometry, and the characteristics of the plasma discharge are studied. Finally, thrust inducement is predicted for the plasma actuated channel.

II. METHODOLOGY

A. Air chemistry model

The numerical model for the air plasma assumes a weakly ionized gas composed of positive ions, negative ions, and electrons. The air chemistry model in this work is based on the models by Mahadevan and Raja and Pancheshnyi et al. with several simplifying assumptions. The positive ions considered in the study include the two main ions N2+ and O2+, and the cluster ions N4+ and O4+. The O2+N2 cluster ion is not considered in the model, because the simulations by Mahadevan and Raja which include the ion show that its number density is not significant at the given conditions. When the ion was included in the current model, virtually no change in computed discharge current was observed. The negative species consist of the oxygen ions O− and O2− along with electrons. The model presented by Mahadevan and Raja also includes the solution of the neutral molecules N2, O2, and O. It is assumed that the number densities of N2 and O2 remain approximately constant due to the low degree of ionization. The concentration of the monoatomic oxygen O is also not computed, because the species does not appear as a reactant in the set of reactions considered. These simplifications help reduce the computational effort necessary to obtain results.

The reactions used in the present work are given in Table I. The reactions which involve electrons as reactants are calculated as a function of the mean electron energy. The free software BOLSIG+ is used to obtain the rates of a majority of the electron-driven reactions. A dry air mixture of 80% nitrogen and 20% oxygen is assumed. The excitation reactions include the effects of multiple excited N2 and O2 species, and the expressions for these reaction rates are provided by Mahadevan and Raja. The remaining reaction rates are obtained from Ref. 15. A majority of the reaction rates involving only heavy species are a function of the gas temperature. The ions are assumed to be in thermal equilibrium with the neutrals, so the ion temperature is identical to the gas temperature.

B. Governing equations

The continuity equation that is solved for each plasma species is given as
The right-hand side of Eq. (1) contains the source and sink terms which represent the air chemistry. The mean electron energy used in the reaction rate coefficient calculations is obtained using the electron energy equation, which is written in the form recommended by Hagelaar and Pitchford:

\[ \frac{\partial n_e}{\partial t} + \nabla \cdot \Gamma_e = S_e. \]  

(2)

The first term on the right-hand side of Eq. (2) is the Joule heating, which is responsible for adding energy to the electrons. The second term contains electron energy losses due to the inelastic and elastic collisional processes. The collisional term has a standard form which is given by Rafatov et al.,\textsuperscript{17} for example.

The flux terms in Eqs. (1) and (2) are approximated using the drift-diffusion model, which separates the flux into a drift part proportional to the electric field, and a diffusive part. The flux is written in the form

\[ \Gamma_k = Z_k n_k \mu_k E - D_k \nabla n_k. \]  

(3)

For the electron energy flux, \( Z_e = Z_e = -1 \). The electron mobility and diffusion coefficients are calculated as a function of the mean electron energy using BOLSIG+.\textsuperscript{14} The electron energy mobility and diffusion are directly related to the electron properties through the relations \( \mu_e = (5/3) \mu_e \) and \( D_e = (5/3) D_e \). All of the ion transport properties are computed as a function of the reduced electric field. The mobility for the \( N_2^+ \), \( O_2^+ \), and \( O^- \) ions are obtained from Ref. 18. The \( N_4^+ \) mobility is taken from Ref. 19, and the \( O_4^+ \) mobility is assumed to be identical. The ion diffusion coefficients are assumed to behave according to the Einstein relation.

The system of equations is closed by the solution of the electrostatic Poisson equation

\[
\nabla \cdot (\varepsilon \nabla \phi) = e \sum_k Z_k n_k. \tag{4}
\]

The governing equations are written in a non-dimensional form using a reference number density of \( 10^{16} \text{m}^{-3} \), electric potential of 1 V, length scale of 1 m, and timescale of \( 10^{-6} \text{s} \).

The ionization source rates obtained from the solution of the governing equations are used to obtain the photoionization source terms. Photoionization has been studied previously at atmospheric pressure in literature,\textsuperscript{20} and it was incorporated in the present model in an effort to bring in additional physics. The photoionization model used in this work was proposed by Bourdon \textit{et al.}\textsuperscript{21} and has been previously used in dielectric barrier discharge (DBD) plasma actuator simulations.\textsuperscript{22} The photoionization source term is written using the third order approximation

\[
S_{ph} = p_{O_2} c \sum_{k=1}^{3} A_k \Psi_{0,k}, \tag{5}
\]

where \( p_{O_2} \) is the partial pressure of \( O_2 \) in air and \( c \) is the speed of light. The photon distribution function \( \Psi_{0,k} \) is a combination of two functions \( \phi_{1,k} \) and \( \phi_{2,k} \)

\[
\Psi_{0,k} = \frac{\gamma_2 \phi_{1,k} - \gamma_1 \phi_{2,k}}{\gamma_2 - \gamma_1}. \tag{6}
\]

The functions are calculated using a solution of Helmholtz equations of the form

\[
\nabla^2 \phi_{1,k} - C_{11,k} \phi_{1,k} = -C_{12,k} S_e, \\
\nabla^2 \phi_{2,k} - C_{21,k} \phi_{2,k} = -C_{22,k} S_e. \tag{7}
\]

The right-hand side of Eq. (7) contains the source term related to the rate of ionization. The parameters in Eqs. (5)–(7) and the boundary conditions for Eq. (7) are taken from Ref. 21. In total, three coupled pairs of Helmholtz equations are solved to obtain the photoionization source term defined by Eq. (5).

C. Boundary conditions

The boundary conditions for the plasma conservation laws are specified through the definition of the flux normal to the boundary. The wall normal vector is labeled \( n_w \). At the cathode boundary, the electron flux is calculated as

\[
\Gamma_e \cdot n_w = \frac{1}{4} n_e v_{th,e} = \sum_k \gamma_k \Gamma_k \cdot n_w. \tag{8}
\]

The first term on the right-hand side of Eq. (8) is the thermal flux, and the second term is the secondary electron emission, which is calculated only for the \( N_2^+ \) and \( O_2^+ \) ion fluxes. For the anode boundary, the secondary emission term is zero. For the ions, the boundary flux at the anode and the cathode is

\[
\Gamma_k \cdot n_w = \frac{1}{4} n_k v_{th,k} + \alpha Z_k n_k \mu_k E \cdot n_w, \tag{9}
\]

where \( \alpha \) is equal to one if the second term points toward the wall, and zero otherwise. Finally, the electron energy flux is
\[ \Gamma_e \cdot n_w = 2 \frac{k_B T_e}{e} \Gamma_e \cdot n_w. \]  

(10)

The normal component of the electric field, species flux, and electron energy flux is taken to be zero at the outer domain boundaries that are not solid. At a dielectric boundary, the species impacting the surface are assumed to recombine instantly with the dielectric material. The surface charge at the dielectric is then computed based on the relation

\[ \frac{d\sigma}{dt} = -\sum_k Z_k \Gamma_k \cdot n_w. \]  

(11)

The surface charge contributes to the right-hand side source term of the Poisson equation for cells neighboring the dielectric surface.

D. Numerical methodology

The system of governing equations is solved using the finite volume module of the Multiscale Ionized Gas (MIG) code. The face fluxes are approximated using the first order accurate Scharfetter-Gummel scheme. The steady Poisson equation is coupled to the unsteady charged species conservation laws. This coupling poses a computational challenge in time marching the solution due to the frequent necessity to update the electric potential. The electric potential is updated based on Maxwell time, given by

\[ \tau_M = \frac{\varepsilon_0}{\varepsilon} \sum_k n_k \mu_k. \]  

(12)

The ion and electron equations are integrated in time using a second order explicit Runge-Kutta method in between successive updates of the electric potential. The value of the step size changes based on the stability condition of the simulation. The time step restrictions imposed by the electrons and the air chemistry are much more strict than those required by the heavy species transport. The time integration of the heavy species fluxes is therefore carried out separately based on the most restrictive Courant-Friedrichs-Lewy (CFL) condition among the ions. The electrons and the chemical source terms are integrated based on the CFL condition imposed by the electron energy transport. The simulation is performed from uniform initial conditions for the species number densities and marched in time until the steady state is reached.

E. Geometry and grid

The governing equations are solved for the geometry shown in Fig. 1. A copper wire is placed at the centerline of a channel with a height of 5 cm. The grounded electrodes are placed at the top and the bottom of the channel. These electrodes have a length of 5 cm each, and the distance in the x-direction between the center of the wire and the leading edge of the grounded electrode is 10 cm. The simulation domain extends an additional 2 cm behind the wire in the x-direction. It is only necessary to solve one half of the domain numerically due to symmetry.

The computational grid consists of 221 × 181 rectangular cells with variable sizes. The smallest cell size in either direction is 10 \( \mu \)m, located in the proximity of the wire to resolve the large electric field in this region. The model approximates the wire cross-section as a square with sides of 80 \( \mu \)m, similar to a 40 AWG wire. All cells with centers inside the wire are modeled as solid cells.

III. RESULTS AND DISCUSSION

A. Code benchmarking

The code was benchmarked for the test problem of DC glow discharge in a cylindrical tube. Lisovskiy and Yakovin carried out experiments in which they studied the glow discharge inside a large diameter tube for a range of pressures and several discharge tube lengths. The cylindrical tube chosen for the benchmark case had a length of 32 mm. The computational grid for the test case was varied from 100 to 400 computational cells stretched with the hyperbolic tangent function. The pressure was set to 0.6 Torr, and the neutral gas temperature was kept at 300 K. The geometry consists of a cathode at \( x = 0 \) and an anode at \( x = 32 \) mm. The particular length and pressure were chosen because the axial structure of the discharge is described for this case. This experimental geometry was also simulated numerically in 2-D by Mahadevan and Raja.

Due to the large diameter of the tube (100 mm) relative to the length, the discharge along the centerline of the tube was simulated in 1-D along the axial direction. To obtain the net current, the 1-D current density is multiplied by the cylindrical area normal to the discharge axis. Since the channel case is not in cylindrical coordinates, the choice of 1-D geometry avoids the necessity of discretizing the governing equations in the cylindrical coordinates for the radial direction. The 2-D spatial discretization is a direct extension of the 1-D case.

Fig. 2 shows a plot of the voltage drop between the electrodes versus the discharge current. The computed current shows a linear variation with voltage. The voltage-current line shows a slope that is similar to the other numerical result, with the difference that the current is higher for a
given voltage drop. This is to be expected, because the 1-D simulation will not lose any particles to the side walls. The slight differences between the slopes can be attributed to small differences between the models.

Fig. 3 shows a comparison of the positive ion number density distribution in the axial direction. The numerical profile of the positive ion density exhibits a double layer near the cathode region which is not observed in the experimental data, but has been computed by the simulation of Mahadevan and Raja. The experimental number density profiles for the lower voltages experience a sharper drop-off than predicted by the numerical result, which can be partially attributed to the larger error of the drift-diffusion model in the sheath region. Despite these discrepancies, the number densities predicted by the numerical model fall in a similar range to the experimentally measured values.

Fig. 4 compares the electron temperature distribution in the axial direction. The experimental data for the three test voltages show a larger variation than the numerical results. The numerical data predict an electron temperature of about 1 eV in the bulk plasma region away from the electrodes. The electron temperature toward the electrodes rises at a slope comparable to the experimental measurements at 350 V. The profile of the electron temperature shows good qualitative agreement with the experiment.

The 1-D results were also compared with the results of Mahadevan and Raja along the centerline of tube. Fig. 5 shows the charge and number density graph for a voltage of 408 V. The computed net charge shows a very good agreement with the published result. The primary difference occurs in the negatively charged species. In the MIG results, a larger number of electrons are predicted to attach to neutral atoms and form negative ions. This is reflected in a decreased electron number density and an increased negative
ion number density. Fig. 6 shows the electric potential for the two cases. Here, the comparison shows excellent agreement, which is to be expected based on the good match obtained for the net charge density.

The benchmark case produces reasonable values for the computed current, positive ion number density, and electron temperature compared with the experiment. In order to maintain a practical fidelity of the model, it should be applied at conditions similar to the experiment. Substantial deviations from the conditions of the experiment could cause larger errors and hinder the predictive capability of the model.

B. Plasma discharge in the channel

The model was applied to the wire and channel geometry described in Section II E. The wire is powered by a continuous DC voltage signal. The applied voltage was varied from 100 to 600 V. The pressure and temperature were set to 0.6 Torr and 300 K, respectively, to match the operating conditions for which the model was benchmarked.

Figs. 7–9 display the number density contours for the electrons, positive ions, and negative ions for the wire region denoted in Fig. 1. The contours are shown for the smallest and largest applied voltages. The contours of the species densities show that the discharge is concentrated in the vicinity of the wire, which is the region of the highest electric field. The electron density at 600 V peaks at around $6 \times 10^{16}$ m$^{-3}$, while the 100 V case reaches peak values of about $9 \times 10^{15}$ m$^{-3}$. The positive ions in Fig. 8 show a similar spatial density profile, with the exception of the immediate neighborhood of the anode wire. In this region, the positive ion number density shows a large drop-off. The negative ion number density is plotted in Fig. 9. The results indicate that the number densities of the negative ions are on average about an order of magnitude below those of the electrons and positive ions. A detailed breakdown of the positive and negative ion species for 600 V is provided in Figs. 10 and 11.

Fig. 12 shows the comparison of the electron temperature for the two cases. As expected, the region near the wire contains hotter electrons. At 100 V, the electron temperature in the majority of the domain does not exceed 1 eV. At 600 V, the region of high electron temperature extends farther from the wire, and the electron temperature near the wire is above 2 eV.

The photoionization source term over the simulation domain is presented in Fig. 13. The photoionization occurs primarily in the cathode region of the discharge. The photoionization rate at 600 V is over two orders of magnitude higher than the rate computed at 100 V, which shows an increasing role of photoionization with increasing voltage. Despite the large increase, the photoionization does not appear to have a significant impact for the given conditions and voltage range. Even at the highest voltages considered, the photoionization rate is still just a small fraction of the ionization rate.

C. Discharge characteristics

The plasma discharge in the channel was analyzed to identify the performance characteristics. The discharge current is obtained by integrating the species current flowing through the electrode

$$I = 2e \int L \left( \sum_k Z_k \Gamma_k \cdot n_w \right) dx. \quad (13)$$

The power is calculated from the relation $P = IV$, where $V$ is the applied voltage. The net force per unit length is

---

**FIG. 6.** Comparison of the electric potential at 408 V.

**FIG. 7.** Contour of the common logarithm of electron number density [log of m$^{-3}$.] distribution in the wire region A at (a) 100 V and (b) 600 V.
FIG. 8. Contour of the common logarithm of positive ion number density \([\log \text{ of } m^{-3}]\) distribution in the wire region A at (a) 100 V and (b) 600 V.

FIG. 9. Contour of the common logarithm of negative ion number density \([\log \text{ of } m^{-3}]\) distribution in the wire region A at (a) 100 V and (b) 600 V.

FIG. 10. Contours of the positive ion species number densities at 600 V. (a) \(\text{N}_2^+ [10^{15} \text{ m}^{-3}]\), (b) \(\text{O}_2^+ [10^{15} \text{ m}^{-3}]\), (c) \(\text{N}_4^+ [10^{15} \text{ m}^{-3}]\), and \(\text{O}_4^+ [10^{15} \text{ m}^{-3}]\).
obtained by integrating the net charge times the electric field over the domain. The effectiveness is defined as \( \zeta = F_x/P \)

\[
F_x = 2e \int_A \left( \sum_k Z_k n_k \right) E_x dA.
\]

(14)

The total heating due to the plasma is calculated from the ion Joule heating term integrated over the domain. The heating term is written as

\[
Q = 2e \int_A \sum_{k \neq e} (\Gamma_k \cdot E) dA.
\]

(15)

The electrical parameters for the channel actuator are presented in Fig. 14. The discharge current is computed by integrating the cathode current. Fitting a linear curve to the data yields an R-squared value of 0.997, implying that the deviation from the linear current-voltage behavior is not too large. The power consumed by the channel varies from roughly 4 W to 70 W per meter of the electrode over the voltage range studied.

The trend of the effect of the discharge on the neutral gas is plotted versus the applied voltage in Fig. 15. The body force and heating appear to follow a power relationship with voltage, with exponent values around 1.6. The results indicate that over 80% of the power deposited into the discharge goes into the ion Joule heating. A fraction of this energy is used to heat the gas, while
the rest will be absorbed by the dielectric material. For example, in the xenon discharge at 100 Torr, it was estimated that 25% of the energy was deposited in the neutral gas. In this work, a conservative approach is taken to obtain the upper bound for the gas heating, and the entire ion Joule heating is considered. The remainder of the discharge power goes into the electrons, which lose energy in inelastic collisions due to the various ionization, attachment, and excitation reactions. If the velocity of the neutral gas induced by the plasma does not exceed values on the order of 1 m/s, the kinetic energy gains will not account for more than 1% of the total power.

The body forces produced by the channel are on the order of 0.1 mN per meter. This body force is smaller than what plasma actuators have been observed to produce at atmospheric pressure, but a decrease in the generated thrust of plasma actuators at low pressures has been observed. It should be noted that the body force is computed based on the number density, which can show up to an order of magnitude difference from the experimental data in the benchmark case. Therefore, the body force calculation only provides an estimate for the actuator thrust.

Fig. 16 shows the effectiveness of the actuator. The effectiveness of the plasma channel increases until 300 V. Beyond this point, the thrust to power ratio of the actuator appears to saturate. This can be attributed to the increased percentage of the electrical power being converted into Joule heating. At 100 V, the percentage converted to heating is about 81%, while at 600 V this percentage increases to 95%. The large fraction of the discharge power deposited into the neutral gas suggests that the assumption of the constant gas temperature in the model has to be carefully considered. It may be advisable to solve an additional equation for the neutral gas temperature on the heavy species timescale.

IV. CONCLUSIONS

The plasma actuator configuration presented in this work was shown to inject momentum and energy to the neutral gas in the channel. The wire region dictates the dynamics of the discharge. For the entire voltage range, the charged species are concentrated near the wire and the region also has the highest electron temperature. The majority of the energy in this particular regime was observed to go to the gas heating. The effectiveness of the actuator increased until 300 V, at which point no further increases were observed. The channel-wire configuration shows promise as a potential fluid pump. The numerical study can be extended to higher pressures to determine if the effectiveness of the setup can be increased. A high pressure study requires a modified air chemistry model to account for reaction channels which are not present at lower pressures. The expanded air chemistry model can also be used to estimate other quantities of practical interest, such as the generation of ozone and NOx gases. Future simulations will also focus on running three-dimensional simulations of more complex channel configurations.


